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Abstract

Video Event Recognition is an important problem in video semantic analysis. In Video Event Recognition, video scenes can be summarized into video event through understanding their contents. Previous research has proposed many solutions to solve this problem. However, so far, all of them only target high-quality videos. In this thesis, we find, with the constraints in modern applications, that low-quality videos also deserve our attention. Compared to previous works, this brings a greater challenge, as low-quality videos are lacking essential information for previous methods to work. With the quality degraded, technical assumptions made by previous works no longer stay intact. Thus, this thesis provides a solution to address this problem. Based on the generic framework proposed by previous work, we propose a novel feature extraction technique that can work well with low-quality videos. We also improve the sequence summary model based on previous work. As a result, comparing to previous works, our method reaches a similar accuracy but is tested with a much lower video quality.
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Chapter 1

Introduction

1.1 Motivation and Objective

There are many ways to analyze the semantic of a video. Among them, Video Event Recognition has gained a lot of attention in recent years [1 2 3 4 5 6]. Video Event Recognition is a scene recognition problem. As a prerequisite, videos are first preprocessed into a set of scenes. Each of these video scenes has a semantic meaning. Video Event Recognition recognizes which type of semantic the scene expressed by looking at the content of the scene.

Video Event Recognition has many application scenarios, making it a very worthwhile problem to solve.

Some previous works [3 4] use Video Event Recognition to recognize sporting events in sports videos. These works both suggest that Video Event Recognition can accurately recognize sporting events. Experiments have showed that Video Event Recognition can accurately process ice hockey, golf, and bowling videos. Video events are recognized and classified by the content of the video, which is the technical actions of the sport movements and features. Taking golf videos as an example, video events are classified into long drive (long shot), putting (short shot), and non-related (video events which are not part of golf sports) events. With these recognized events, it is helpful to use these statistics as feedback for athletes to improve their skills.

Aside from sports videos, surveillance videos are also an application scenario for Video Event Recognition. Recognized events could reflect the status of the office: idle, busy
or meeting. This can be used to collect statistic information such as office utilization, average work hours, and etc. Previous research also works on traffic surveillance videos \[2\] to detect abnormal traffic activities.

From these past research, the data set and the accuracy has been widely focused on high-quality videos. These videos are at least television quality, and some of them are even higher quality videos, such as 720p. Therefore researchers assume target videos sharing similar characteristics: clear resolution, clear texture, and colors. Most of these assumptions remain true for sports videos at a television broadcast company, and in fact, at such scenario, the qualities of these videos would get even higher with the trend of modern video technology.

However, low resolution videos also deserve our attention. In a lot of scenarios, video decoding/encoding and network transmission are constrained by energy consumption and storage devices. These scenarios often occur with battery backed video capture devices (such as smart phones, smart watches, or smart glasses); or long span videos (like days of surveillance video) with a limited storage. In these cases, videos are produced and transferred with very limited resources, and as a result, videos are of very low-quality. We define videos that have the following properties as low-quality videos:

- They are greyscale instead of color
- They have very limited resolution
- They have very low frame rate

Most of low-quality videos are greyscale videos since these videos are often much smaller than color videos. Limited resolution and low frame rate could result in a even smaller video file, and moreover, according to some studies\[7\], it can significantly reduce energy consumption when capturing the video. For these videos, the limitations of previous work begin to expose: thus, they often need good quality videos to make it work.

While a lot of other existing computer vision algorithms are able to work with these low-quality videos\[8, 9, 10\], to the best of our knowledge, Video Event Recognition is still at the stage of assuming high-quality videos to extract features and do further processing. How to recognize video events from low-quality videos is a major problem in these scenarios.
This research is aiming at making Video Event Recognition system work under low-quality videos. By being able to process videos with much lower quality, this will open Video Event Recognition to a wider set of videos. This is a challenging task since the technical assumptions made by previous work on high-quality videos no longer stand. Low-quality videos contain less information than high-quality videos, therefore, making new technical assumptions is much harder than before.

1.2 Example Applications

The impact of this thesis will benefit many modern applications. Moreover, these applications all have external constraints during video capturing or encoding, which forces Video Event Recognition system to deal with low-quality videos. Here we list some examples of such applications.

1.2.1 Mobile Vision Video Event Recognition

There is an evidence that mobile devices are becoming more and more popular in the past decade. Starting from mobile phones, other cutting edge mobile devices such as smart watches, smart glasses are also part of the mobile device family. These devices can capture videos at any time, and are much more convenient than professional high resolution cameras. With these devices, mobile computer vision becomes possible. However, these devices usually have very limited computation, energy, and network resources.

Take a famous mobile video device as an example: Google Glass. Google Glass is equipped with an OMAP 4430 processor, 2GB RAM and only a 570mAh battery. Although Google Glass has a decent camera, it is impossible to do any HD-video processing on this device. In the mobile vision environment, video technology is not the bottleneck, instead, the hardware resources is.

However, a recent research\[7\] suggests it that these types of devices are still capable of processing videos. By tweaking the image sensor and software system, this kind of mobile device can process very low-quality, greyscale videos. This makes video processing applications working on a portable device. The assumption made by this paper \[7\] is that some video processing algorithms are robust and fast enough to process low-quality videos, including object detection, face recognition, etc.
The objective of this thesis is focusing on bringing Video Event Recognition to low-quality videos. With the work done in this thesis, it would be possible to recognize video event on a portable mobile device, opening a new possibility for Video Event Recognition.

1.2.2 Cloud Environment Video Event Recognition

With the cloud environment becoming more and more common, large amount of computation and storage resources are available for video processing algorithms. This certainly can help some video processing algorithms, such as Video Event Recognition, being faster and/or more accurate.

The setup of this cloud environment is different than previous ones as well. Notice that the cloud is connected with a massive number of thin-clients: most of these clients have very weak computation resources such as laptops, mobile devices or even tiny sensors. Unfortunately, video capturing, encoding, and even storage are originated from these thin-clients, while video processing algorithms are running on the cloud.

In order to bridge the gaps between clients and cloud, developers usually do code offloading. Code offloading means that the clients upload the input to some part of code which could be running on the cloud. In the case of video processing, the inputs are the videos that are captured by the clients, and the clients need to upload the videos to the cloud for further processing.

Compared to other types of data flow in the network, videos are usually considered very large to upload. First of all, from the data center’s perspective, this kind of data costs a great deal of network resource usage. Second, from client’s perspective, such a large amount of network transmission is often very expensive under mobile network. Meanwhile, the larger the data is, the slower it is to upload. Usually, videos are first degraded to low-quality videos for uploading.

Therefore, for the video processing algorithm, all the input videos to the cloud are low-quality. With the work done in this thesis, Video Event Recognition is capable of processing low-quality videos arriving at the cloud. This will open the Video Event Recognition algorithm to the modern computational infrastructure.
1.2.3 Surveillance Video Event Recognition

Surveillance videos are another type of videos that are often low-quality. This is due to two reasons. First, surveillance camera is recording images far away from the target. The further the target is, the more blurry the image captured by the camera is. Second, surveillance cameras usually generate days of surveillance videos, creating a storage space bottleneck. As surveillance storage is less maintained, users want their surveillance storage to last long enough before it gets full and needs to be replaced.

With the work done in this thesis, video events in the surveillance videos could be easily recognized, regardless of the low-quality which results from surveillance equipment’s limit.

1.3 Review of Previous Works

1.3.1 ICAMHMM Video Event Recognition

ICAMHMM\textsuperscript{3} (Independent Component Analysis Mixture Hidden Markov Model) is proposed by Jian, et al. It is one of the early ground-breaking works aimed at Video Event Recognition. It proposes a two-step framework for Video Event Recognition: feature extraction and sequencing summary model. In both of the two steps it proposed, it uses novel techniques to approach each step.

In feature extraction, by observing the color histogram distributions of some sports videos, the authors observe that the distribution does not follow a Gaussian distribution, which most of previous work assumes. Therefore, in the feature extraction step, the paper uses ICA\textsuperscript{15} (Independent Component Analysis) as a feature extractor. By running ICA on color histograms, the paper is able to extract coefficients for each independent components, and use these coefficients as the feature.

In the sequence summary model phase, the paper uses HMM (Hidden Markov Model) as a sequencing model. HMM is a statistical model. The idea of using statistical model is novel, because that allows the sequence summary model to learn from existing data. Before recognizing video events, it uses some part of data to train the sequence summary model. This allows the sequence summary model to be adaptive: the model can adapt to the data set.
This is an early stage contribution towards Video Event Recognition. The solution presented in this paper has a lot of limitations. First, the policies it chose might not be optimal. For example, the follow up work proposes a new model ICAMHCRF, that out-performs this work by simply switching the sequence summary model. Second, the method is known to break under low-quality videos. The technical assumptions made by the authors are by manually observing the patterns in the testing video, which made this merely a domain specific knowledge rather than a model. These technical assumptions might break when the testing video changes. For example, in the scope of this thesis, the videos are low-quality videos, and these assumptions break.

1.3.2 ICAMHCRF Video Event Recognition

ICAMHCRF[4] is an improvement based on previous ICAMHMM work. It follows the two-step framework that ICAMHMM paper presented, and also it uses the same feature extractor – ICA as the first step.

The second step, known as the sequence summary model, instead of using HMM (Hidden Markov Model), it uses HCRF (Hidden States Conditional Random Field) model. HMM is a generative model. It often suffers from over-fitting and sparseness issue. HCRF is a smooth, regression model, which solves some issues of HMM. In general, HCRF model often out-performs HMM model.

This paper suggests that simple improvements on the sequence summary model can out-perform the ICAMHMM model. It shows that in ICAHMM model, some of choice of policies are not optimal, and by optimizing these policies, accuracy of Video Event Recognition can increase dramatically. However, it still ignores the limitations of the ICAMHMM work. It does not improve the feature extraction phase, and the feature extraction is still based on the author’s domain specific knowledge. At the same time, this work does not fully exploit the full potential of the HCRF model. For example, in this work, there is no multiple hidden states.

1.3.3 Sub-Graph Based Video Event Recognition

A more recent work[6] suggests that instead of considering the time sequence of the videos, another solution to Video Event Recognition is to construct feature points and to
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track how these feature points move. It follows a three-step procedure. The first step is
to extract features. Unlike ICAMHMM work, it does not extract feature scalar, instead,
it extracts feature points or key points in the frame. The second step is to construct a
graph to see how these points move. Third step is the query step. The query step will
check the similarity between graphs to recognize the type of events in the videos.

In the feature extraction step, it uses traditional SIFT algorithm to detect feature
points. In the graph construction phase, it constructs both per-frame graph and timeline
graph, and then uses a novel graph-comparing technique to recognize the graph and the
video events.

However, this method does not improve significantly compared to ICAHMM method,
and it under-performs compared to the ICAHCRF method. This method is not a sta-
tistical model either, making it hard to adapt to data set changes. A traditional graph
model replaces the sequence summary model, which makes the work a bit backwards to
modern tools and techniques. This work is also hard to improve, as SIFT, the feature
extractor, is a black box, rather than a model. This means that, when SIFT fails to
recognize good feature points, it is impossible to improve it.

1.4 Our Insight and Main Contributions

In Section 1.1, we mention that our objective is to recognition video event for low-quality
videos, and we explained the major challenge for such objectives is to find new technical
assumptions from low-quality videos. However finding new technical assumptions from
low-quality videos is much harder than before, for there is less information inside them
for us to observe.

This thesis gives an answer to this challenge: it is still possible. By looking at
these videos, humans are still able to recognize the events easily, so should computers.
Fortunately human vision system is better understood in recent research[16, 17, 18, 19].
The insight of this thesis is: algorithms should borrow ideas from human vision system
because human vision system is able to recognize video events in very low-quality videos.

The major contributions of this thesis are the following.

Self-taught Feature Extraction Inspired from unsupervised learning method and
human vision mechanism discovered by neuroscientist[19]. This thesis proposes a new
feature extractor that uses Sparse Coding to learn features. Instead of letting the video experts be the feature extractor, the feature extraction in this thesis can make the computer teach itself to extract features.

**Introducing Hidden States for Sequence Summary** Although previous research [4] uses HCRF model, it does not leverage the hidden states for sequence summary. In fact, in previous work, the number of hidden states is one, or, in other words, there is no hidden state at all. This thesis shows, how to leverage hidden states for Video Event Recognition in HCRF model, and how hidden states improve the overall accuracy.

With our solution, we can achieve similar accuracy comparing to previous works, which are evaluated on high-quality videos. Our solution only need low-quality videos.

### 1.5 Organization of Thesis

In Chapter 2, we describe the background of this thesis. We first formalize the Video Event Recognition problem by introducing formalized concepts and notations. Second, under the well specified problem formulation, we discuss some technical details of previous works. Third, we introduce some of the preliminaries of our work, including the existing tools and frameworks we rely on.

In Chapter 3, we describe in detail on how our feature extraction works, why it works, and why it is self-taught. We cover the details in both feature training and feature extraction.

In Chapter 4, we introduce our improved sequence summary model. We introduce the existing model used in ICAMHCRF work, and how we make improvements based on it. We also highlight that some of these improvements need to change the feature extraction as well.

In Chapter 5, we conduct experiments to prove that even though the video we are processing is low-quality, we can still get similar accuracy compared to current state of art work. We also evaluate our method on a newer data set, showing that our method can be adapted to other types of videos.

In Chapter 6, we conclude our work and discuss future work for this research.
Chapter 2

Background

Video Event Recognition with low-quality videos presents a great challenge, since the technical assumptions made by previous work no longer hold. In this chapter, we present some backgrounds about Video Event Recognition, and also some technical assumptions made by the previous work. In the last part of this chapter, we will also introduce some of existing tools and frameworks we use.

2.1 Problem Formulation

Defined from an application level, video events are semantic moments in a video. A moment is a scene in the video that has semantic meanings related to video contents. Taking sports videos as an example, the video events would be the movements within the game events: such as a player making a shot; or a team that makes a goal.

In technical terms, video consists of scenes. Each scene in the video will have a video event to describe its content. This video event is pre-selected from a pool of possible video events. Video Event Recognition system gives each scene a video event, selecting from a pool of predefined video events. For example, in golf sports video, a video event could be one of long drive, putting, and non-related (others). Table 2.1 gives a short example of a video and there are three kinds of video events in it. In this way, with the video event for each scene, we can tell the semantics of each scene.

In the following section, we will discuss Video Event Recognition system in more detail. Firstly, what is the input to Video Event Recognition system. Secondly, how does
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Table 2.1: Example Video Events in Golf Videos

<table>
<thead>
<tr>
<th>Event</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>long drive</td>
<td>putting</td>
</tr>
<tr>
<td>non-related</td>
<td></td>
</tr>
</tbody>
</table>

the system works internally.

2.1.1 Pre-processing

Video Event Recognition recognizes at a scene level. As a prerequisite, a full video will be, first, cut into scenes. This is usually referred as the pre-processing stage in Video Event Recognition [20]. This process does not involve any video semantic recognition. It simply cuts the videos into scenes by looking at the transition between frames. If the transition is large enough, then it indicates that this might be a new scene. Previous works have presented several methods [20, 21, 22, 23] to do this automatically. A scene is the basic granularity for video events. Each scene will be recognized into one type of video event. Video Event Recognition system is going to recognize these scenes by looking at its content.

2.1.2 Problem Statement

As previous section mentions, the input of Video Event Recognition is a video scene. A scene consists a lot of frames. To begin, let’s denote each frame \( i \) in the scene as \( x_i \), and the scene itself as \( X = \{x_1, x_2, \ldots\} \). In this thesis, we generally use a vector of all pixels in the frame to represent frame \( x_i \), as defined in detail in section 2.3.1. However in the problem statement, without loss of generality, frame \( x_i \) could be considered as a symbol representing the image in the frame. The task of Video Event Recognition is to give a video event, which is denoted as \( y \), to scene \( X \). We pre-select a set of all possible video events of the video as set \( \mathcal{Y} \), which \( y \in \mathcal{Y} \).
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In order to give a video event for scene $X$, current state of art approach is to calculate conditional probability: for each $y \in \mathcal{Y}$, we calculate $P(y|X)$. This means, under the condition of such scene appearing, the probability of this scene being video event $y$. Therefore, the Video Event Recognition system is to find $y$ with the maximum $P(y|X)$ given scene $X$.

Figure 2.1 gives an example of Video Event Recognition. A video is first cut into scenes, and each scene will describe one type of content. The task for Video Event Recognition is, given each scene, we need to recognize the video event from a set of preselected events $\mathcal{Y}$. In this figure, $\mathcal{Y} = \{ \text{Long Drive}, \text{Putting}, \text{Non–Related} \}$.

2.2 General Framework by Previous Work

In this section, we show some technical details of previous work. According to the problem statement we mentioned in Section 2.1.2 we now show that how previous work solve the problem – how to model $P(y|X)$ and how to find the $y$ such that $P(y|X)$ is optimal.
Current state of art work [4] presents a framework for Video Event Recognition. It consists of two stages: feature extraction and sequence summary model. Feature extraction stage is to identify the semantic of each video frame, \( x_i \); sequence summary model is to provide a way to model the conditional probability \( P(y|X) \) given a sequence of frame, scene \( X \).

The first step is feature extraction. Feature extraction is to transform the video frame from pixel space into a higher semantic level. We denote frame \( i \) in a scene as \( x_i \), and \( y \) as a type of video events, and \( y \in \mathcal{Y} \), where \( \mathcal{Y} \) is a set of all possible video events. The objective of extracting features from frame \( x_i \) is to find a set of feature functions \( (K \text{ of them in total}) \ f_k(x_i, y) \ (k = 0, 1, 2, ..., K - 1) \), which represent how likely that frame \( x_i \) is video event \( y \).

With these feature functions generated from the first step, the second step summarizing a sequence follows. We can use feature functions to describe a frame in the scene. These descriptions, as a sequence of frames in a scene, also forms a sequence. Each feature function describes how close it is between each frame and each video event. A sequence of these features need a summary. Therefore we define, by using feature functions \( f_k(x_i, y) \) for all \( x_i \) and \( y \), we need to model the conditional probability \( P(y|X) \), where \( X = \{x_1, x_2, ...\} \) is a scene or a sequence of frames.

### 2.3 Technical Details in State of Art Work

This section shows some technical details of current state of art work. Current state of art work [4] follows the 2 step process framework: feature extraction and sequence summary model.

#### 2.3.1 Feature Extraction

**Independent Component Analysis**

In the above problem statements, video frame \( x_i \) is an image. Image consists of pixels, but pixel space data level is not high enough to express video semantics. Therefore, we need a transformation from pixels level into a higher level data expression. The transformations here are called feature extraction.
Feature extraction for video frame is usually conducted under some transformations. In current state of art work [4], pixels are first transformed into a 2D color histogram matrix $H_i$.

$$H_i[r][g] = \frac{\#\text{pixels with color } (r, g, \ldots)}{\text{total \# pixels}} \text{ where } 0 \leq r, g < 256$$

So the size of matrix $H_i$ is $256 \times 256$. Any further transformations are based on this color histogram matrix $H_i$.

Next step, previous work shows that the pattern in those color histogram still follows locality, but exhibits non-Gaussian characteristics. This lead researchers to decompose the low level histogram matrix $H_i$ to get high level representation. Current state of art work [4] performs ICA [15] (Independent Component Analysis) decomposition.

Suppose video frame $x_i$ is decomposed to the k components $C_k$, we write:

$$H_i = M_k s_k + \mu_k, \forall k \text{ where } x_i \in C_k 0 \leq k < K$$

This means, whenever a frame was decomposed into a set of components, it will be expressed with: $M_k$ the mixture matrix; $s_k$ the coefficient to this mixture; and $\mu_k$, the error to this mixture. Each of these parameters will be independent to each other. Given this, consider the following probability:

$$P(x_i|y) = \sum_k P(x_i|yC_k)P(C_k|y)$$

This probability means given the video event $y$ we assume to put on the whole scene, what is the probability for this frame $x_i$? To calculate this, since $x_i$ is fully decomposed, we can sum up the conditional probability in all components. Notice that all parts before the sum are independent from ICA’s perspective. Inspired from this, researchers come up with $K$ feature functions. For each frame $x_i$, feature function which represents $x_i$ at a higher level is:

$$f_{i,k}(y, x_i) = \log(P(x_i|yC_k)P(C_k|y)) = \log(s_k) - \log(|M_k|) + \log(P(C_k|y))$$

The feature function consists of two parts. First part is $P(x_i|yC_k)$, which is related
to the frame content and can be represented through ICA into $\frac{n_k}{|M_k|}$. The second part is the static weight of function $f_{i,k}$, $P(C_k|y)$, which is learned via an iterative process.

This is the first stage of Video Event Recognition system. Now the frame feature function itself represents video semantic. However, what we want is the video semantic over a sequence of these frames. How to calculate the final conditional probability $P(y|X)$ over a sequence frame, $X$. This will lead us to the next stage: sequence summary model.

### 2.3.2 Sequence Summary Model

Section 2.2 mentions that the second step of the general framework is to model $P(y|X)$ for all video event $y \in \mathcal{Y}$. Current state of art work uses HCRF [24] (Hidden state Conditional Random Field) to model this.

#### Hidden States Conditional Random Field

HCRF is a regression model: it gives a generic equation on how the final probability would be, and the equation contains number of parameters. In the training process, an optimizer will find the best parameters with the lowest error rate. In this way, the equation for probability fits with the training data. HCRF models the probability:

$$ P(y|X) = \frac{1}{Z(X)} \sum_{h \in \mathcal{H}} \exp(\psi(y, h, X)) $$

where $Z(X)$ and $\psi(y, h, X)$

$$ Z(X) = \sum_{y \in \mathcal{Y}} \sum_{h \in \mathcal{H}} \exp(\psi(y, h, X)) $$

$$ \psi(y, h, X) = \sum_{i, x_i \in X} (\sum_{k=1}^{K} \lambda_k f_k(y, h_i, X) + \sum_{j=1}^{J} \tau_j g_j(y, h_{i-1}, h_i, X)) $$

$f$ and $g$ are the feature functions. Their meanings are: for each frame $i$, the higher the function value are, the more likely that frame $i$ with hidden state $h_i$ is video event $y$. $\lambda_k$ and $\tau_j$ are the parameters of feature functions, and their values depend on the training data. $X$ is independent variable, and $P(y|X)$ is the dependent variable. Video Event Recognition system calculate $P(y|X)$ for recognition purpose during testing. Meanwhile,
we have to perform a regression to estimate parameter $\lambda_k$ and $\tau_j$. This is usually referred as optimization phase in HCRF.

Figure 2.2 shows the graphical representation of HCRF. HCRF summarizes the frame sequence in video scene $X$ into a video event $y$. HCRF model introduces hidden states $h$ as intermediate parameters. Classical HCRF model has two kinds of feature functions $f$ and $g$. The structure of HCRF enables HCRF to consider the correlations between video frames when making the summary.

HCRF performs maximum likelihood for optimization. During the training process, assume we know the video scene $X$ is video event $y$. We calculate the likelihood $\mathcal{L}$ of such input with the unknown parameters, and use $\mathcal{L}$ as a target function to maximize. When $\mathcal{L}$ is at the maximum value, we choose the parameters as our best parameters.

Current state of art work [4] uses a modified HCRF model in sequencing model. First, it removes the state transition function $g$. That is to say, feature function will not take previous hidden states into account. Second, it removes hidden states completely for simplicity. This speeds up the learning and training process, and had very limited effect under high-quality videos due to its high frame rate. Therefore, the model used in current state of art work is the following.

$$P(y|X) = \frac{1}{Z(X)} \exp(\psi(y, X))$$

, where $Z(X)$ and $\psi(y, h, X)$
CHAPTER 2. BACKGROUND

Figure 2.3: Graphical Representation of Simplified Model in Previous Work

\[ Z(X) = \sum_{y \in Y} \exp(\psi(y, X)) \]

\[ \psi(y, X) = \sum_{i, x_i \in X} \left( \sum_{k=1}^{K} \lambda_k f_k(x_i, y) \right) \]

Figure 2.3 shows the graphical representation of the simplified model used in current state of art work. First, state transition functions are removed. Second, hidden states are removed from the model. This results in a much simpler model.

It also claims that, for maximum number of feature functions per-frame, \( K \) is non-convex. To achieve the best result, \( K = 3, 4 \) is the optimal value state. That is to say, this HCRF model will also have 3,4 parameters. The \( f \) is the feature function we mentioned above, which is calculated using ICA decomposition.

2.3.3 Summary and Limitations

Several current state of art works [3, 20, 4] already setup a framework and have pushed the accuracy of Video Event Recognition to usable states. Most of these works follow these two stages. Their differences mainly focus on different policies on choosing features or applying different sequencing models. Latest work [4] has showed accuracy of 73% with the ICA feature extraction and HCRF sequencing model on golf sports videos.

However, none of the previous work has ever targeted on low-quality videos. Low-
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quality videos disable some of the technical assumptions that previous works have made before. Low-quality videos are often greyscale and low resolution, leading significant bias color histogram or no color histogram at all. Low-quality videos may not follow ICA pattern due to pixel distortion. Lower frame rate also affects the current sequence model.

2.4 Existing Tools in This Thesis

2.4.1 Sparse Representation and Sparse Coding

Sparse Representation and Sparse Coding is a model proposed in 1996 [19]. At first, it is invented to model the visual cortex signals recorded from the brains of monkeys. Previous works on feature extraction all work on manually selected features, like color histogram. Unlike them, Sparse Coding operates on raw pixels. For low-quality videos, most of them are greyscale, and that simplifies this technique, since pixel colors are scalar (greyscale), rather than 3-dimensional (RGB).

In this technique, Sparse Representation is a decomposition process, and Sparse Coding is an optimization learning process. The outcome of Sparse Coding process is a set of vectors called base vectors. After this optimization learning process, Sparse Representation can decompose the input images into these base vectors with coefficients.

Sparse Coding

This is the prerequisite process for Sparse Representation. In this process, the computer learns the feature extractor itself. The input to this process is training frames. Each frame is a greyscale image. We extract all the pixels from the greyscale image and put them in a vector \( a \). For example, in one of our evaluation, the image is \( 36 \times 24 \), then the length of vector \( a \) is 864.

Suppose that we have altogether \( N \) frames in a scene, and each vector has a length of \( M \). We gather all those vectors into a \( M \times N \) matrix called \( A \). We would like to decompose matrix \( A \) (which is all of training images) into a product of two matrices, \( B \) with size of \( M \times K \) and \( Z \) with size of \( K \times N \), where \( K \) is a tunable parameter:

\[
A = B \cdot Z + \epsilon \text{ s.t. } \min_{B,a} \left\{ \frac{1}{2} \| \epsilon \|_F^2 + \| Z \|_1 \right\}
\]
This decomposition process is a constraint based decomposition process. The target for optimization is to make $0.5\|\epsilon\|_F^2 + \|Z\|_1$ as minimum as possible. With this constraint, we decompose $A$ into $B \cdot Z$. We call matrix $B$ the base matrix, and the column vectors in $B$ the base vectors. We call matrix $Z$ the coefficient matrix. If we look through image by image: $A = \{a_1, a_2, ..., a_N\}$ ($a_i$ is a vector representing video frame). Then we have

$$a_i = \sum_{k=1}^{K} z_{k,i} b_k + \epsilon_i$$

This equation is viewed from each frame’s perspective. Which is to say, $a_i$ is linearly represented by a set of vector $B = \{b_1, b_2, ..., b_K\}$. We save the base matrix $B$ as the result of the learning process, and we gather all coefficients $\{z_{1,i}, z_{2,i}, ..., z_{K,i}\}$ into a vector, defined as feature vector with respect to base matrix $B$.

The feature learning process actually learns a set of base vectors from the training data. Noticing that the algorithm optimizes the error, and learns the base matrix itself. This is why it is usually referred as self-taught learning.

**Sparse Representation**

Sparse Coding is the feature learning process. After the learning process, using the base matrix we learned, we can generate the features. Given any input image, we extract all of its greyscale pixels into a vector, denote as $x$. We want to linearly decompose $x$ with respect to the base matrix.

$$x = \sum_{k=1}^{K} \alpha_k b_k + \epsilon_x \quad s.t. \quad min\{\|\epsilon_x\|_2 + \|\alpha\|_1\}$$

The constraint for vector decomposition is to minimize $\|\epsilon_x\|_2 + \|\alpha\|_1$. Similar to above, we gather the coefficients $\alpha_k$ into a vector $\alpha$ as the feature vector. Coefficients inside the feature vector indicates that, for frame $x$, the similarity towards certain base vectors. Notice that we are minimizing the $\|\alpha\|_1$ for the coefficients, which indicates that frames have rather high tendencies towards some base vectors.
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Self-Taught Feature Extraction

One of the major challenges to recognize video events on low-quality videos is to find new technical assumptions to extract features. Previous works have pointed out some efficient ways to manually extract features from certain types of high-quality videos. However, these methods can hardly be applied to low-quality videos.

First, feature extraction method by previous work is a time-consuming manual process. In previous work, the feature extraction step is based on domain specific knowledge. To extract features, researchers from previous work must carefully examine all aspects of features in the video frame, including colors, textures, or even SIFT key points. Although this turns out to be an efficient method for high-quality sports videos at the moment, repeating such a process for low-quality videos is a time-consuming process.

Second, low-quality videos present a greater challenge since the total amount of information is lacking. This makes manually finding features even harder. Taking color features as an example, previous work extract features by looking at the color distribution of each frame. Here, however, in low-quality videos, the color might be distorted or even not existing at all.

In table 3.1, we present a contrast on video qualities between our work and previous work. We use the same video, but our quality is much lower. Table 3.1 shows a sample video frame from both two kinds of videos. Previous work’s video was 352 × 240 with 24-bit True Color, while our goal is to recognize video with a resolution of 36 × 24 only and greyscale color.

Therefore, we believe, for low-quality videos, we need a novel method to extract
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3.1 The Need for Self-Taught Feature Extraction

Manually finding features to extract from low-quality videos is hard. However, before we decide to solve this problem, we would like to affirm the question if this problem is solvable and does this feature even exist in low-quality videos?

The answer to this question is yes! We manually inspect these low-quality videos and find out that recognizing video events for a human is quite easy. This suggests two things: firstly, even in these low-quality videos, there is still enough features existing. Secondly, human beings seem to learn extracting features without finding the features. Recognition is part of the human vision. Therefore, we ask the following questions:

Since finding features manually is hard, can computers learn the features on its own? How does human’s vision system learn features from these low-quality video frames? Can we borrow the ideas from human vision system to make computers teach themselves on how to extract features from these low-quality videos?

Fortunately, neuroscientists have revealed the possible mechanism of human vision system [19, 18], named Sparse Representation/Sparse Coding. In recent years, as computers are getting faster, this mechanism has been adopted by many other systems [9, 25, 26, 27] to solve problems in vision recognition. Our approach towards Video...
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Event Recognition for low-quality videos can simulate this mechanism, just as the way that humans learn to see. The way that humans learn to see does not require any manual feature findings, and it does not make any technical assumptions like colors, distributions, etc. Therefore, we call this mechanism being self-taught [28]. Thus, for us, we can avoid the trouble of manually finding features from low-quality videos.

3.2 Definition of Feature Function

First of all, we need to formalize the first step, feature extraction. Feature extraction is to transform the video frame from pixel level into a higher semantic level. We denote frame $i$ in a scene as $x_i$. $x_i$ is a vector of all greyscale pixels in the frame $i$. For example, if the frame is $36 \times 24$, then the length of vector $x_i$ is 864. We denote $y$ as a type of video event, and $y \in Y$, where $Y$ is a set of all possible video events.

The objective of extracting features from frame $x_i$ is to find a set of feature functions ($K$ of them in total) $f_k(x_i, y)$ ($k = 1, 2, ..., K$), which represents likelihood of frame $x_i$ being video event $y$.

We would also like to constrain the value of function $f_k(x_i, y) \in [0, 1)$. In the later section, we will show that this constraint does not affect the final accuracy, as this feature function will eventually be used to model a conditional probability.

3.3 General Process

In Section 2.4.1, we introduces the sparse coding and sparse representation model. Sparse Coding is an optimization learning process. It optimizes a cost function and generates a set of base vectors. Sparse Representation is a decomposition process: given a set of base vectors, it can decompose the input vector into base vectors with coefficients. Inspired from this, we would like to use Sparse Coding as a feature training process and Sparse Representation as a learning process.

This process is explained in figure 3.1. Training scenes, along with their video events, are processed first through the feature training process. The training process generates a set of base vectors as the product. This step is self-taught: the computer teaches itself to find what features to look for. The second step, when a testing frame needs a feature
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Fig. 3.1: General Process of our Feature Extraction Method

function, it goes through a feature extraction process. The feature extraction process needs to read the base vectors generated by the feature learning process. The feature extraction finally outputs a feature function, which describes the similarity between a testing frame and any video events.

### 3.4 Feature Training

In the feature training process, we need to teach a computer how a type of video event looks. By using sparse coding technique, the computer will figure out what to learn from these video frames. Therefore, in this feature training process, we would like to tell the computer how each frame looks for each type of video events. To achieve this, we need labeled-data. In the sequence summary model section, we will need labeled-data for training as well.

Labeled-data in Video Event Recognition, also referred as the training scenes, is part of the testing video that has video events manually marked. The training scenes are usually part of testing videos as well. The purpose is to ensure the training is not biased.
The labeled-data is a set of scenes that already knows to have video events. Let’s denote the training data as the following set

\[ TrainingData = \{(X_{t_1}, y_{t_1}), (X_{t_2}, y_{t_2}), (X_{t_3}, y_{t_3}), \ldots\} \]

where for each training scene \(X_{t_i}\), the known video event of it is \(y_{t_i}\). Each scene contains many frames, we call these frames as training frames, and we also call the training frames inside \(X_{t_i}\) belong to video event \(y_{t_i}\).

The feature training process is to let the computer know: for each video event \(y\), how do the frames belong to the video event \(y\) look. Therefore, the first step we would like to do is to classify the training frames by its known video event. The step 1 in figure 3.2 shows an example. We list a table that each column represents a video event and the scenes that belong to it. We name all the training frames in the following convention: for video event \(y\), frame \(j\), \(x^y_j\) is the jth frame among all frames that belong to video event

Figure 3.2: Feature Training Process
The first step is the only step that needs for manual intervention: researchers have to at least tell the computer how the frames look for each type of video events. Then the computer could figure out what kind of features to look for to accomplish the recognition.

After this first step, the next step is the self-taught learning step. In this step, we apply the Sparse Coding technique.

Recalling the sparse coding feature training process. The sparse coding process will learn a base matrix itself from a set of training frames with the constraint that coefficients of them must be $l_1$ minimized. Supposing for each video event $y_j \in \mathcal{Y}$, we gather all the video frames that belong to $y_j$ as a matrix $A_{y_j}$, which is:

$$A_{y_j} = \{x_{y_j}^1, x_{y_j}^2, x_{y_j}^3, \ldots\}$$

As defined above, each video frame $x_{y_j}^i$ is a vector and length of which is the size of the video frame image. Therefore, $A_{y_j}$ is a matrix and the height of which is the size of the video frames, the width of which is the number of training frames belonging to the video event $y_j$. Also, as defined above, for each video event $y_j \in \mathcal{Y}$, we will have such matrix. So there are $|\mathcal{Y}|$ such matrices in total.

Next, for each of these matrices, we run a Sparse Coding process. Taking $y_j \in \mathcal{Y}$ again as an example, according to Sparse Coding, we have

$$A_{y_j} = B_{y_j} \cdot Z_{y_j} + e_{y_j} \text{ s.t. } \min_{B, \alpha} \left\{ \frac{1}{2} \|e_{y_j}\|_2^2 + \|Z_{y_j}\|_1 \right\}$$

Similar to the definition in the Sparse Coding section, here, $B_{y_j}$ is called the base matrix and the height of which is the same as $A_{y_j}$ – the size of video frames. The width of which is a tunable parameter, which we call as the degree of Sparse Coding, $K$. As we have shown in the Sparse Coding section, another interpretation of the above equation would be

$$x_{y_j}^i = \sum_{k=1}^{K} z_{y_j}^{y_j} b_{y_j}^k + e_{y_j}^i$$

As you see, each frame that belongs to video event $y_j$ is decomposed into $K$ – the degree of Sparse Coding – base vectors with coefficients $z$. Sparse Coding generates the base matrix $B_{y_j}$ or a set of base vectors $b_{y_j}^k$ for each video event $y_j$. So, in total, there
are \(|\mathcal{Y}| \cdot K\) base vectors.

The physical meaning for these base matrices is simple. For each of these base matrices, it is selected by Sparse Coding, and it is a summary of all the frames that belong to video event \(y_j\) from the training scenes.

The step 2 in figure 3.2 shows this process. We take the frames from each column in the table that constructed by step 1, and then run Sparse Coding on each column. Each column represents a video event, and therefore, the base vectors generated from that column represent the video events.

The base vectors (or the base matrices) are the product of this feature training step. The feature extraction is going to use these base vectors to extract features. We will introduce the details in the next section.

### 3.5 Feature Extraction

The ultimate goal for feature extraction is to come up with a feature function. In this section, we will show how to generate such feature function.

In the previous section, the data that feature learning processed is the training data. The training data is labeled-data, and it has both training scenes and the known video event associated with it. In this section, we need to extract features from arbitrary video frames. Hence, we will work on the testing video. The testing video contains several scenes as well. We call these scenes the testing scenes, and the frames inside them as testing frames. Recalling the feature function definition is to find function \(f(x_i, y)\) to measure how likely that frame \(x_i\) in a scene belongs to video event \(y\). In this section, we construct a set of feature functions \(f_k(x_i, y)\) to measure how likely is \(x_i\) belong to video event \(y\), with any arbitrary testing frame \(x_i\). This section constructs \(K\) feature functions in total, where \(K\) is a tunable parameter defined in the previous section, known as the degree of Sparse Coding.

We notice that the base vectors generated from feature learning process are the summary made by the computer from frames of a certain type of video events. Therefore, we would like to make our feature functions to measure how similar the testing frame is compared with the base vectors we learned. If we can measure this similarity as a real number between \([0, 1]\), then we can use this measurement as the feature functions.
Recalling that these base vectors are generated by Sparse Coding, which means any training frames can be sparsely decomposed into these base vectors. If the testing frames are similar to the training frames, then the testing frames can also be sparsely decomposed into these base vectors.

In the section 2.4.1, we give a brief introduction on sparse representation. Here we will show how we leverage the coefficients from Sparse Representation to construct our feature functions.

In Sparse Representation, we will decompose all the input vectors into base vectors and minimize the $l_1$ norm of the coefficients. Therefore, the first thing we need to do is to select the base vectors for Sparse Representation. In the feature learning process, it generates $|\mathcal{Y}| \cdot K$ base vectors. For each video event, it generates $K$ vectors, and here we need to construct $K$ feature functions. To construct a feature function $f$, we take one base vector from each video event. Therefore, for any testing frame $x$, we have:

$$x = \sum_{y_j \in \mathcal{Y}} \alpha_{y_j,k} b_{y_j}^k + \epsilon_x \text{ s.t. } \min \{ \|\epsilon_x\|_2 + \|\alpha\|_1 \}$$

where $k = 1, 2, 3, ..., K$. $b_{y_j}^k$ is $k$th base vector that is summarized from video event $y_j$. That is to say: input testing frame $x$ is decomposed into $|\mathcal{Y}|$ parts with base vectors from all possible video events. Step 1 in figure 3.3 shows this process. As it shows the decomposition on input testing frame $x$ is done with 3 base vectors as an example. Each base comes from all different video events. In total, we can have $K$ of these decompositions.

In this way, we collect coefficients from this decomposition, $\alpha_k = [\alpha_{1,k}, \alpha_{2,k}, ..., \alpha_{|\mathcal{Y}|,k}]$. We refer $\alpha_k$ as a feature vector. Later in this section, we will generate feature functions from the feature vectors.

As the Sparse Representation is a linear decomposition process, the coefficient of that base vector represents the similarity between the testing frame and the base vector. The larger the coefficient for that base vector is, the similar the video frame to that base vector is. Intuitively, we can just use the coefficients as the feature functions, such as:

$$f_k(x_i, y) = \alpha_{y,k}$$

However, this has a major flaw, if the base vectors that generated from sparse coding
are not normalized. There exists such a case that $x_i$ and $y_0$ are similar, but since all elements in the $b^y_k$ are very large, $\alpha_{y,k}$ turning out to be very small. This corner case suggests us that the feature function should be constructed from metrics that’s normalized.

Noticing that this is a linear decomposition, and also, the $l_1$ norm of $\alpha_k$ is minimized, which suggests that coefficients are highly discriminative between each other: most of them are very small and close to zero, while few of them are non-zero. Those non-zero coefficients indicates that the input testing frame is similar with these base vector. This phenomenal inspires us to use the error as a measurement of similarity.

Supposing we would like to know the similarity between the input testing frame and the video event $y$. We only need to pick out the coefficient for base vector $b^y_k - \alpha_{k,y}$ and treat rests of base vectors as errors. Consider the following function:

$$f_k(x_i, y) = 1 - \frac{\|x_i - \alpha_{y,k}b^y_k\|_2}{\|x_i\|_2}$$

The $\frac{\|x_i - \alpha_{y,k}b^y_k\|_2}{\|x_i\|_2}$ part in the feature function is an error function. The smaller the error is, the closer $x_i$ is to video event $y$. Therefore, we use 1 to subtract that. Now the
error function is between $[0, 1)$. The larger it is, the more likely that testing frame $x_i$ belongs to video event $y$. We complete describing this process as figure 3.3. There are three steps involved. As a testing frame $x$ inputs the feature extraction phase, firstly, we rearrange the base vectors. Secondly, by doing Sparse Representation, we decompose $x$. Lastly, according to the coefficients from sparse representation, we construct our feature function $f_k$. In total, there are $K$ of these feature functions for each frame.

3.6 Chapter Summary

In this chapter, we describe one of our major contributions of this thesis. To overcome the difficulties of finding features from low-quality videos, we solve this problem in a different way. We use self-taught learning tools to solve this problem: let the computer itself find out what it needs to learn. We first present the feature learning process. Through this process, we give computer “a direction to learn features”. We use Sparse Coding as a tool and construct our own strategy for learning features. The intermediate results, which are generated from this process, are referred as the base vectors. Base vectors are the summary of frames in a type of video event.

Next, we show that, by using the base vectors, which are generated from training scenes, we are able to construct $K$ feature functions for later use. We call the coefficients, which are constructed from Sparse Representation, as feature vectors. We also make sure the feature functions are generated from normalized metrics to avoid corner cases.

Figure 3.3 shows a complete picture of the whole feature extraction process. The whole process is novel and effective, and it makes no pre-assumptions on the video qualities.
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Hidden States Sequence Summary Model

Previous chapter introduced feature functions that can transform the video frame from pixel space into higher level semantics. The high level semantics in Video Event Recognition system is the similarity between a testing frame and a video event. The more a testing frame looks like a video event, the larger the feature function value is.

However, this only covers the model of each frame. Recall the goal of Video Event Recognition is to recognize the video event of a scene, where a scene has multiple frames. Therefore, we need a summary model that can summarize these frames. As in previous sections, we are able to transform frames from pixel space into feature space. The next step is to summarize these features from these frames in a scene, and recognize the appropriate video event for this scene.

In section 2.2 we mention that previous work has already proposed a general framework for Video Event Recognition. Last chapter covers the first part of this general framework – feature extraction step. This chapter is going to cover the second part – the sequence summary model.

Previous works [3, 4] have proposed several sequence summary models. We mention some of them in section 2.3. The current state of art work [4] uses HCRF (Hidden states Conditional Random Field) model as sequence summary model and shows that this model has very good accuracy on Video Event Recognition. However, a major challenge showe up. Feature extraction for low-quality videos cannot produce very representative
features. Although in the last section, we use our novel feature extraction technique to improve the feature extraction process, this is still causing a trouble for accuracy. This trouble, in turns, affects the sequence summary model, demanding more accuracy, and adaptive sequence summary model compared to previous work.

Based on the sequence summary model which is used in the current state of art work [4], we improve its sequence summary model. By adding semantic hidden states to the model, we are able to build a solid, adaptive and accurate sequence summary model for Video Event Recognition.

4.1 Definition of Sequence Summary Model

First, we would like to formalize the problem statement of sequence summary model in this chapter. In Video Event Recognition, as the second step, sequence summary model collects all the features for all the frames inside the scene as a feature sequence and summarizes this feature sequence into a video event.

Similar to the definition in the feature extraction process, we need to separate between training scenes and testing scenes. Training scenes are labeled-data, for they contain training frames, and each training scene is known as belonging to a certain video event. Similar to denotation in the previous chapter, we denote the scene as \(X\), and the \(i\)th testing frame in a testing scene as \(x_i\). Given one video event \(y\), for each frame \(x_i\), we could generate \(K\) feature functions in total: \(f_1(x_i, y)\), \(f_2(x_i, y)\), ..., \(f_K(x_i, y)\). By using these sequences of features, we would like to measure a conditional probability: \(P(y|X)\), which is given \(X\), for any video event \(y\), finding out the conditional probability. The higher this probability is, the more likely this testing scene \(X\) is recognized as video event \(y\).

So the key question is how to come up with a model to model the condition probability \(P(y|X)\) from the sequence of these features. Previous state of art work uses a statistical learning model called HCRF (Hidden States Conditional Random Field). We cover some of the background about HCRF in section 2.3.2. It is a regression model. First it gives a generic distribution of this conditional probability \(P(y|X)\). The generic distribution contains a lot of parameters. Then, through its training process, it optimizes an error function to estimate these parameters.
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Training scenes are used for training the HCRF model, to generate a concise conditional probability \( P(y|X) \). Testing scenes are testing data, and they contain testing frames. The goal is to recognize their video events, through calculating the conditional probability \( P(y|X) \) we trained.

4.2 Introducing Hidden States

The original HCRF model is proposed with hidden states, however, in the model of the current state of art work, it trims away the hidden states. Recalling that in section 2.3.2 we mention the model that is used in the current state of art work.

\[
P(y|X) = \frac{1}{Z(X)} \exp(\psi(y, X))
\]

where \( Z(X) \) and \( \psi(y, X) \)

\[
Z(X) = \sum_{y \in Y} \exp(\psi(y, X))
\]

\[
\psi(y, X) = \sum_{i, x_i \in X} \left( \sum_{k=1}^{K} \lambda_k f_k(x_i, y) \right)
\]

In the model used in current state of art work, \( f_k(x_i, y) \) are the feature functions. Current state of art work uses ICA (Independent Component Analysis) to construct feature functions. \( \lambda_k \) are the regression parameters to HCRF model. They are the weights among feature functions. As described in section 2.3.2 these parameters will be estimated during training process in HCRF model. There are two intermediate functions \( Z \) and \( \psi \). \( Z \) is a normalization factor, which make sure HCRF models a probability. \( \psi \) is a sum of all feature functions with their weights.

Unlike the original HCRF model, the current state of art model used in Video Event Recognition contains no hidden states. In other words, the model in previous work is a weaker form. It is likely due to two reasons. Firstly, to add hidden states into this model, we must have a clear definition of hidden states. Previous work seems to ignore the effort on this part. Secondly, for the scenario in previous works, since the videos are high-quality, the feature function can usually present very precise results. This in turn
shows that by adding hidden states to improve the sequence summary model might not be necessary.

In fact, in current state of art work, it suggesting $K = 3, 4$ is to be able to achieve the optimal accuracy, while in a lot of HCRF applications [29, 24], usually end up with $K$ being around $10 \sim 20$. This suggests that in the current state of art work, sequence summary model is not a bottleneck.

However, with the drop of the video quality in our applications, the need for a more accurate sequence summary model became more and more important. To solve this problem, we would like to realize the full potential of HCRF model, by adding hidden states into it. Firstly, like the approach of previous work, we would like to use our feature function as the state function in HCRF model. Also, similar to previous work, we currently do not have any state transition functions. As a result, we will just use feature functions as the state functions. Secondly, we would like to add hidden states to the existing model. Ideally, we would like to have:

$$\begin{align*}
P(y|X) &= \frac{1}{Z(X)} \sum_{h \in H} \exp(\psi(y, h, X))
\end{align*}$$

, where $Z(X)$ and $\psi(y, h, X)$

$$\begin{align*}
Z(X) &= \sum_{y \in \mathcal{Y}} \sum_{h \in H} \exp(\psi(y, h, X))
\end{align*}$$

$$\begin{align*}
\psi(y, h, X) &= \sum_{i, x_i \in X} \sum_{k=1}^{K} \lambda_k f_k(x_i, h, y)
\end{align*}$$

Compared to model from previous work, two parts of the model change. The first part is that we introduce hidden states to HCRF. Aside from the set of all possible video events $\mathcal{Y}$, similar to this, we introduce a new set of possible hidden states set $\mathcal{H}$. The second part is the feature functions now changing. It now takes in a new parameter: $h$.

This change improves the model accuracy in general. This model is more flexible as well. First, it allows feature functions being able to be less accurate, for the $\sum_{h \in H} \exp(\psi(y, h, X))$ part in $P(y|X)$ will smooth the non-representative features. Second, it makes the regression model more powerful, as the regression contains more parameters.
In the next two sections, we will first introduce how to construct these hidden states, and explain their physical meanings. Then, we will show the modifications we need to improve the feature functions, and how to add a new parameter $h$ to the feature functions.

### 4.3 Constructing Hidden States

The ideal model we have in mind is a HCRF model with hidden states. All possible hidden states is collected in a set $\mathcal{H}$. However, to construct such model, we need to setup the proper hidden states. In order to do this, first, we need to know, from a structural point of view, what are the hidden states. Once we understanding the structure, we are able to create meaningful hidden states.

#### 4.3.1 Mathematical Property of Hidden States

First recalling our model for $P(y|X)$ is the following.

$$P(y|X) = \frac{1}{Z(X)} \sum_{h \in \mathcal{H}} \exp(\psi(y, h, X))$$

We notice that $P(y|X)$ is a sum over all possible $h \in \mathcal{H}$. Therefore if we consider $P(y, h|X)$ as

$$P(y, h|X) = \frac{1}{Z(X)} \exp(\psi(y, h, X))$$

Then $P(y|X)$ becomes clearer, because

$$P(y|X) = \sum_{h \in \mathcal{H}} P(y, h|X)$$

If we notice the definition of $Z$ and $\psi$:

$$Z(X) = \sum_{y \in \mathcal{Y}} \sum_{h \in \mathcal{H}} \exp(\psi(y, h, X))$$

$$\psi(y, h, X) = \sum_{i, x_i \in X} \sum_{k=1}^{K} \lambda_k f_k(x_i, h, y)$$
We could find that variable $y$ and $h$ always turn up together in pair. Supposing we let $\eta = (h, y) \in \mathcal{H} \times \mathcal{Y}$, we can denote our model with hidden states as the following form.

$$P(y|X) = \sum_{h \in \mathcal{H}} P(\eta|X)$$

$$P(\eta|X) = \frac{1}{Z(X)} \sum_{h \in \mathcal{H}} \exp(\psi(\eta, X))$$

where $Z(X)$ and $\psi(y, h, X)$

$$Z(X) = \sum_{\eta \in \mathcal{H} \times \mathcal{Y}} \exp(\psi(\eta, X))$$

$$\psi(\eta, X) = \sum_{i, x_i \in X} \sum_{k=1}^{K} \lambda_k f_k(x_i, \eta)$$

Comparing the $P(\eta|X)$ with the sequence summary model in current state of art work, we find that this is exactly the same model. This implies the following facts of current state of art model: to recognize video event among $|\mathcal{Y}|$ video events, adding $|\mathcal{H}|$ hidden states to this model is equivalent to applying this model to recognize among $|\mathcal{H} \times \mathcal{Y}|$ video events.

This mathematical fact of hidden states implies that the hidden states we proposed can be transformed into existing model with a different parameter. Existing model can be reused as a component in our hidden states model.

### 4.3.2 Physical Meanings of Hidden States

This mathematical property of hidden states suggests that hidden states in themselves have no difference to a video event. Adding $|\mathcal{H}|$ hidden states only simply extends the number of all possible video events from $|\mathcal{H} \times \mathcal{Y}|$. Therefore, we can view hidden states as video sub-events: The video events inside a video event. The existence of hidden states indicates that all video events, are a process of change and contain several stages. These stages are called sub-events, and we define the sub-events relatively to the major video event as hidden states $h \in \mathcal{H}$. The idea is the unique point that hidden states can
be leveraged to improve accuracy.

Figure 4.1 gives an example from real videos. In this figure we show an example that a video event consist of several sub-events ($|H| = 3$). This video event is a long drive video event. By using the mechanism we mention before, we are able to divide the video event into different video sub-events: 1. a player hit the ball; 2. the ball flying in the sky; 3. the ball hit the ground. The hidden states combined with the video events form a video sub-event, which belongs to set $H \times Y$.

4.4 Feature Extraction with Hidden States

In previous sections, we showed what the model with hidden states could be used for Video Event Recognition. In the original HCRF model [24], the hidden states are implicit. In both training and testing of HCRF model, the hidden states are summed away. This means that there is no need to modify the training or testing algorithm on the sequence summary model. In this section, we discuss about, by adding hidden states, how it will
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affect our feature extraction step.

As we summarize in section 4.2, there are two parts of changes by introducing hidden states. The first is the sequence summary model itself. Second, it adds a new parameter to the feature function $f$. Now the feature functions have to be aware of hidden states.

In this section we modify our feature extraction step to make it aware of hidden states. This change involves in both feature training and feature function.

4.4.1 Feature Training with Hidden States

Recalling in the feature training step. We collect all the training scenes and gather them as the labeled-data for training. The labeled-data, or the training scenes, can be considered as the following format:

$$TrainingData = \{(X_{t_1}, y_{t_1}), (X_{t_2}, y_{t_2}), (X_{t_3}, y_{t_3})...\}$$

Considering the frames inside each training scene, frames from one training scene belonging to the same video event. The training data can be written as the following. You can view the training data as a set of tuples containing testing frame and its video event.

$$TrainingData = \{(x_{t_1}, y_{t_1}), (x_{t_2}, y_{t_2}), (x_{t_3}, y_{t_3})...\}$$

We gather all the video frames that belong to video event $y_j$ as a matrix $A_{y_j}$, which is:

$$A_{y_j} = \{x_{y_j}^1, x_{y_j}^2, x_{y_j}^3, ...\}$$

Then apply Sparse Coding to learn a set of bases.

$$A_{y_j} = B_{y_j} \cdot Z_{y_j}^2 + \epsilon_{y_j} \text{ s.t. } \min_{B, \alpha} \left\{ \frac{1}{2} \|\epsilon_{y_j}\|_F^2 + \|Z_{y_j}\|_1 \right\}$$

, where $x_{i_j}^y$ means a training frame from any scene belonging to video event $y_j$.

This process currently are not aware of hidden states. That means that the base matrix or base vectors it generates are all belonging to major video event $y_j$ without being aware of the video sub-events, or the hidden states. To solve this problem, we
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Algorithm 4.1 Video Sub-Event Selection During Feature Training

SubEvent(training_scene, major_video_event, number_hidden_states) {
    Frame last_frame = null
    PriorityQueue Q
    foreach Frame x in training_scene:
        double difference = L2Norm(PixelVector(x) - PixelVector(last_frame))
        Q.add(tuple(difference, x))
        last_frame = x
    for i = 0 to number_hidden_states:
        difference, x = Q.pop()
        Print("sub-event detected at frame " x)
}

would like to have the training data include the information of hidden states.

TrainingData = \{ (x_{t_1}, \eta_{t_1}), (x_{t_2}, \eta_{t_2}), (x_{t_3}, \eta_{t_3}) \} = \{ (x_{t_1}, y_{t_1}, h_{t_1}), (x_{t_2}, y_{t_2}, h_{t_2}), (x_{t_3}, y_{t_3}, h_{t_3})... \}

, where \( \eta_{t_i} = (h_{t_i}, y_{t_i}) \), \( y_{t_i} \) is the major video event for each frame \( x_{t_i} \), and \( h_{t_i} \) is the minor video sub-event for frame \( x_{t_i} \). We already have \( y_{t_i} \) from the training scenes, therefore, the frames. Next, we need to know the minor video sub-event for each frame.

Inspired from video boundary detection, we realize that we can cut the training scenes into sub-scenes. Since we already know the major video event for training scenes. If we apply a video shot boundary detection algorithm to it, the training scenes will break into several video sub-events.

Similar to the way that previous work applied in video boundary detection. We calculate the frame difference between each training frames in the training scene. Rather than cutting the training scenes into sub-scenes by a fixed threshold, we are able to sort these frame differences in ascending order. Next, we pick the top \( |\mathcal{H}| \) frame differences, and cut right at these timeline positions. As the pseudo-code in algorithm 4.1 shows.

In this way, each training frame with known video events are cut into sub-scenes. These sub-scenes could be used as training data for video sub-event. Therefore, we assign the hidden states \( h \) to each frames in the training video. In this way, we construct the training data in the form of:
TrainingData = \{(x_{t_1}, y_{t_1}, h_{t_1}), (x_{t_2}, y_{t_2}, h_{t_2}), (x_{t_3}, y_{t_3}, h_{t_3})...\} = \{(x_{t_1}, \eta_{t_1}), (x_{t_2}, \eta_{t_2}), (x_{t_3}, \eta_{t_3})\}

Once we constructed this form, we are able to use the feature training method explained in section 3.4 by simply replacing variable \(y\) with variable \(\eta\). First, we collect all the frames that belong to each \(\eta = (h, y) \in \mathcal{H} \times \mathcal{Y}\), which means frames that belong to major video event \(y\) and minor video sub-event \(h\). Then we run Sparse Coding to learn a set of base vectors. This will generates \(|\mathcal{H}| \cdot |\mathcal{Y}| \cdot K\) base vectors, where \(K\) is the degree of Sparse Coding and the length of each base vector is the size of video frame, since \(\eta \in \mathcal{H} \times \mathcal{Y}\).

4.4.2 Feature Function with Hidden States

In this section, we will show the detail feature functions with hidden states involved. Since we transform the model with the hidden states into an existing model with no hidden states with video events \(\eta \in \mathcal{H} \times \mathcal{Y}\), the targeting feature functions could also transform from \(f_k(x_i, h, y)\) into feature functions \(f_k(x_i, \eta)\), which are exactly the same form as the model in the previous work.

In the previous feature extraction process in section 2.3.1, we use the bases generated from feature learning process to sparsely decompose testing frames. By using the coefficients from the decomposition, we are able to construct the feature functions. Now with the hidden states, the number of base vectors grows from \(|\mathcal{Y}| \cdot K\) to \(|\mathcal{H}| \cdot |\mathcal{Y}| \cdot K\), we can still run the Sparse Representation decomposition first. For any testing frame \(x\)

\[
x = \sum_{\eta_j \in \mathcal{H} \times \mathcal{Y}} \alpha_{h_j, y_j, \eta_j} b_k^{h_j y_j} + \epsilon_x
\]

\[
= \sum_{h_j \in \mathcal{H}} \sum_{y_j \in \mathcal{Y}} \alpha_{h_j, y_j} b_k^{h_j y_j} + \epsilon_x \text{ s.t. } \min \{\|\epsilon_x\|_2 + \|\alpha\|_1\}
\]

Compared with the feature extraction in section 2.3.1 we only change the denotation of vector base \(b\) since there are \(|\mathcal{H}| \cdot |\mathcal{Y}| \cdot K\) of them now. Base vector \(b_k^{h_j y_j}\) means that it is the \(k\)th base vector that generated by Sparse Coding from frames which have major video event \(y_j\) and minor video sub-event \(h_j\). The coefficients generated from this Sparse
Representation process are denoted as $\alpha_{h,y,k}$. These coefficients are gathered in a vector called $\alpha$.

Similarly, we construct the feature function as the following:

$$f_k(x_i, h, y) = f(x_i, \eta)$$

$$= 1 - \frac{\|x_i - \alpha_{h,k}b_k^\eta\|_2}{\|x_i\|_2}$$

$$= 1 - \frac{\|x_i - \alpha_{h,y,k}b_k^{h,y}\|_2}{\|x_i\|_2}$$

In this way, we construct the feature functions $f_k(x_i, h, y)$ that can be used in our hidden states model.

### 4.5 Chapter Summary

In this chapter, we first introduce the importance of a hidden state sequence summary model for Video Event Recognition. The need for this model is initiated from the fact that the quality of these videos are dropping significantly. We first show that, by adding a hidden states $h$, we can make the model more flexible. Then, to find the physical meaning of the hidden states, we show the mathematical properties of such hidden states. Motivated by these properties, we construct the hidden states as video sub-events.

After introducing video sub-events, we realize that they also introduce new parameters for feature extraction. We then show that, by using the mathematical properties we mentioned before, the only thing is to make simple adjustment to the feature extraction process. This adjustment only introduces a boundary cutting on the training data to construct video sub-events, and this adjustment will result in a larger number of base vectors. This shows that the mathematical properties we find is both simple and useful.

In summary, we introduce the hidden states into the current state of an art model as a major contribution of this thesis. Combined with the feature extraction mentioned in chapter 3, we improve both the model accuracy and flexibility. These improvements together make Video Event Recognition on low-quality videos possible.
Chapter 5

Experimental Results

5.1 Implementation

We implement our technique in C++. We use armadillo library\cite{30} for matrix computations, and mlpack library\cite{31} for Sparse Representation and Sparse Coding. mlpack uses an algorithm that Lee proposed\cite{32} in 2007 for Sparse Representation and Sparse Coding. We use CRFSuite library to implement HCRF\cite{24}. CRFSuites\cite{33} provides basic CRF\cite{29} functionality and uses L-BFGS\cite{34} algorithm to optimize the regression parameters.

Videos are manually pre-processed into scenes. In our implementation, we store the boundary between scenes as a file. Then, we extract frames from the video into a set of JPEG image files.

To take advantage of multiple CPUs, the internal implementation for feature extraction, feature function calculation are highly parallelized using OpenMP. Our implementation has two modes: the training mode and the testing mode. The training mode includes both feature training and sequence summary model training. First, the training process loads frames from the training scenes with their video events, runs the feature learning process, and generates base vectors to a file. Second, using these base vectors, we run feature extraction on the training frames to construct and train the sequence summary model.

The testing mode of our program reads all the frames in the testing scene. In each testing scene, we read the base vectors and use these base vectors to extract features.
Using these features, we apply the sequence summary model to recognize video events.

As the performance is not a major aspect that this thesis targets, we only perform a very quick measurement. Our implementation is fast enough, and memory allocation becomes the bottleneck. It takes around 8 hours to train and test a 1-hour golf video in total. After we solve the memory allocation bottleneck by using tcmalloc library from Google, then the time to train and test the same video drops to 4-6 hours.

5.2 Golf Video Benchmark

To compare our work with the current state of art work. We reuse the same video as previous work used. We further process the video to lower the quality of the video. Therefore, the semantic content of the video is the same. However, our algorithm processes the lower quality video.

5.2.1 Video Data Description

The video is the recording of Turtle Bay Golf Championship in 2001. The total length is 58 minutes. The original video is a rather high-quality video. It’s a TV broadcast video. The resolution is $360 \times 240$, and original fps is 30 frames per second, but for experimental purpose, both previous research and our work make some adjustments on this video. Details of the actual video used are described in table 5.1.

In table 5.1, we also include sample frames and their sizes. Our goal, processing low-quality videos, can result in size reduction on each frame for around 112 times. Combining with the saving on frame rate, we could reduce the total video size to 224 times. Imagining that Video Event Recognition is deployed in a cloud or surveillance application, this level of video quality could save 224 times of transmission bandwidth.

5.2.2 Overall Results

Accuracy

The golf video consists of 3 types of events, putting, long-drive, and non-related. The classification between these events depends on the players’ action inside the video. There
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<table>
<thead>
<tr>
<th>Specification</th>
<th>Video Previous Work</th>
<th>Video in our evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame Rate</td>
<td>24</td>
<td>12</td>
</tr>
<tr>
<td>Color</td>
<td>24 Bit Color</td>
<td>Grey Scale</td>
</tr>
<tr>
<td>Resolution</td>
<td>352×240</td>
<td>36×24</td>
</tr>
</tbody>
</table>

Sample Frame

| Size of Sample Frame | 124 KB | 1.1 KB |

Table 5.1: Video Quality Degradation

are 207 events in total. We use 164 of them for training, and 43 of them for testing. Testing scenes do not include the training scenes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>56.93%</td>
<td>70.79%</td>
<td>73.28%</td>
<td>72.09%</td>
</tr>
</tbody>
</table>

Table 5.2: Accuracy Comparison

As table 5.2 shows, our solution can produce similar accuracy compared to previous work, but our work is tested on low-quality version of this video, which all previous works fail to work on\(^1\). The low-quality version of this video is only 2.5MB. It is 200 times smaller than the original high-quality version\(^2\).

In this experiment, we set the degree of Sparse Coding $K$ to 4 and the number of hidden states $|\mathcal{H}|$ to 3. We find $K$ to 4 to be an experience number. Same as previous work, this parameter needs to be tuned on a case by case basis. In the later section, we will show that $|\mathcal{H}| = 3$ is optimal for this video, as well as suggesting that for low-quality videos, we need hidden states, i.e. it is better to have $|\mathcal{H}| > 1$.

\(^1\)At least, the greyscale video will lead all previous work to generate constant features for all different frames.

\(^2\)The original golf video is already compressed in MPEG format.
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5.2.3 Confusion Matrix

Behind the accuracy rate, we perform a more detailed analysis. Here, we construct a confusion matrix. A confusion matrix is a table like table 5.3. Columns and rows are video events in the video. For a testing scene, the column means the correct video event, while the row means the answer our algorithm gives. The number in the cell means how many times of such testing scenes occur. Taking table 5.3 as an example: in cell 1,1, its value is 2, meaning there are two testing scenes, that supposed to be long drive, and our program gives the correct answer.

Table 5.3 shows the confusion matrix we performed using this video. We find this confusion matrix looks highly similar to previous work. However, there is one difference. It is that non-related video event is easy to confuse with the others. We believe that this phenomenon is due to the low resolution and colorless properties of low-quality videos: its data pattern tends to confuse naturally.

<table>
<thead>
<tr>
<th></th>
<th>long drive</th>
<th>putting</th>
<th>non-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>long drive</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>putting</td>
<td>0</td>
<td>28</td>
<td>5</td>
</tr>
<tr>
<td>non-related</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.3: Confusion Matrix

5.2.4 Hidden States Results

In this section, we measure our improvement to the sequence summary model. As we mentioned above, the number of hidden states $|\mathcal{H}|$ needs to be tuned on a case by case basis. For the video in this experiment, we show that $|\mathcal{H}| = 3$ is a rational choice of this parameter. Adding hidden states will boost accuracy compared to previous work’s model, which only had $|\mathcal{H}| = 1$.

In table 5.4, we show, for this video, $|\mathcal{H}| = 3$ can reach the highest accuracy. We find that adding hidden states can easily out-perform the sequence summary model without hidden states, which is the first row in table 5.4.
5.2.5 Summary of Golf Video Benchmark

In this section, we reuse the same video content that previous work uses to compare with previous work. While producing similar accuracy, our algorithm can process the low-quality version of the video, and thus, being more robust than previous works.

5.3 Table Tennis Teaching Video

To show that our method can also process other types of videos, we evaluate our method on another video. Similar to above, we further process the video into low-quality video for evaluation.

5.3.1 Video Data Description

The video is a table tennis teaching video. It teaches the audience how to play table tennis. The total length is 1 hour 13 minutes. The original video is a medium quality video. It is TV broadcast quality, but some parts of the video are taken in the early 90s. The resolution is $480 \times 360$, and the original fps is 30 frames per second. We further reduce the quality of the video into an even lower quality. See Table 5.5 for further technical specifications.

In Table 5.5, we include the sample frames and their sizes. For this video, each frame is around 160 times smaller than the original video. Combining with the savings in frame rate, low-quality version of the video could save 480 times of total transmission bandwidth.

<table>
<thead>
<tr>
<th>Size of Hidden States</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>H</td>
</tr>
<tr>
<td>$</td>
<td>H</td>
</tr>
<tr>
<td>$</td>
<td>H</td>
</tr>
<tr>
<td>$</td>
<td>H</td>
</tr>
</tbody>
</table>

Table 5.4: Accuracy with respect to number of hidden states
5.3.2 Overall Results

Accuracy

The table tennis teaching video consists of 2 types of general events: *training* and *match*. The training event means that the coach in the video is demonstrating some table tennis techniques. The match event is an example of the introduced technique. It takes partial video clips of the real matches as examples. However, among all the match events, some match events are different from each other dramatically. This is because: in this video, the example video clips are from several different matches. Each of these matches differs from each other drastically: color backgrounds of these matches are completely different; the playing styles of these matches are different as well. Therefore, we define the teaching video consisting of 5 types of events: *training, match-ding, match-kong, match-persson, match-prean*. The match events are separated from each other by different matches. Names of the events are named after the players in the match. In Table 5.6, we list all the video events of this video, and also show a sample frame for each video event.

We manually label 67 video events from this video. Similar to above, we use 45 of them for training and 22 of them for testing. Testing scenes do not include the training scenes.

Similar to above tuning stage, we tune the following parameters:

- We use two of hidden states: \(|\mathcal{H}| = 2\)
<table>
<thead>
<tr>
<th>Event</th>
<th>Sample Frame</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>training</td>
<td><img src="image" alt="training" /></td>
<td>The coach is demonstrating a table tennis technique</td>
</tr>
<tr>
<td>match-ding</td>
<td><img src="image" alt="match-ding" /></td>
<td>Example match between Wang, Tao and Ding, Song.</td>
</tr>
<tr>
<td>match-kong</td>
<td><img src="image" alt="match-kong" /></td>
<td>Example match between Wang, Liqin and Kong, Linghui.</td>
</tr>
<tr>
<td>match-persson</td>
<td><img src="image" alt="match-persson" /></td>
<td>Example match between Wang, Tao and Jörgen Persson.</td>
</tr>
<tr>
<td>match-prean</td>
<td><img src="image" alt="match-prean" /></td>
<td>Example match between Wang, Liqin and Carl Prean.</td>
</tr>
</tbody>
</table>

Table 5.6: Events of Table Tennis Teaching Video
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Table 5.7: Confusion Matrix for Table Tennis Teaching Video

<table>
<thead>
<tr>
<th></th>
<th>training</th>
<th>match-ding</th>
<th>match-kong</th>
<th>match-persson</th>
<th>match-prean</th>
</tr>
</thead>
<tbody>
<tr>
<td>training</td>
<td>13</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>match-ding</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>match-kong</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>match-persson</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>match-prean</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

- We set degree of Sparse Coding to 4: $|K| = 4$

With these parameters, our overall accuracy is 72%.

Confusion Matrix

Similar to before, we analyze the confusion matrix for table tennis video as well. Table 5.7 is the confusion matrix:

As we mention above, the video consists of two video events: match and training. Since some of the training scenes are vastly different from each other, we divide them into 4 match events. From the confusion matrix we find: our technique can recognize the difference between training and match events quite accurately. Given 13 training events, we never falsely recognize any of them into any match events. However, for match events, we find some matches are easy to confuse with other match events using our method. In the confusion matrix, we find $\text{match-ding}$ and $\text{match-persson}$ constantly mixing up in two cases. We also find that, for some matches, it is difficult to distinguish them between match and training. For example, $\text{match-kong}$ constantly mixes up with the training event.

Overall, the false answers by our method are mostly between two different match events. There are only 3 cases that we mis-recognized between a match event and a training event. If we were only to recognize between the training and the match event, then, our overall accuracy could reach around 86%.

5.3.3 Summary for Table Tennis Teaching Video

In this section, we use an alternative video for testing. Previous work has not tested this video, and we are the first researchers testing our method on teaching videos. We show
that our method could also work well on this kind of videos.

We find that our technique can accurately detect the difference between training and example match events, although we have difficulties recognizing exactly which match it is for an example match. We show the overall accuracy is 72% amongst 5 video events, but if we were to recognize just between the training and the match events, then the accuracy is around 86%. This suggests that our method can do a very good job in recognizing the major differences in the video events.
Chapter 6

Conclusion and Future Work

We contribute a novel solution for Video Event Recognition on low-quality videos. This enables Video Event Recognition to work on a wider set of videos. This thesis contributes a novel feature extraction step and a novel improvement to existing sequence summary model.

By using our novel feature extraction method, we are able to let a computer learn the features on their own from these very low-quality videos (as low as $36 \times 24$ pixels). We carefully construct the feature functions so that the feature functions produce normalized features. We improve the sequence summary model used in previous work. By adding in hidden states to previous model, we are able to get similar accuracy on a much lower quality videos as compared to previous work.

In our experiments, we find that even for very low-quality videos, we are able to get similar accuracy compared to previous work, which uses a high-quality video that is 100 times clearer. This thesis has achieved its overall goal of providing similar accuracy while eliminating the need for high-quality video. Through detail analysis, we find that low-quality video presents a greater potential challenge, which is that non-related video events are easier to confuse with each other and other types of video events. We are the first researchers on this topic to make such an observation and discovery. We believe further research could lead to a better understanding of such phenomenon in the future. This thesis not only opens Video Event Recognition to a newer data set, but also, more importantly, opens a new door for potential applications. For example, if we consider that Video Event Recognition deployed as a cloud service, the total network transmission could
be drastically reduced due to the fact that we can operate on very low-quality videos. Data transmission can be reduced from hundreds of megabytes to merely a couple of megabytes. Our Video Event Recognition could also be built into a surveillance system that captures videos far way from the target.

The work presented by this thesis is extensible in three directions.

The first thing is to realize these potential applications. In the process of realizing these applications, we will find new constraints in real-life environments. Taking mobile vision as an example, accuracy is less of a concern compared to energy and battery issues, since video processing takes too much of the computational resources. Spending extra energy to optimize for a little accuracy, those improvements might not be worthwhile in that case. This work is similar with the above situations, as we also assume that video quality could be a limiting factor in the real-life environments. We believe, with the new constraints added in, the way we make the trade-off will shift, and the technique to solve these constraints will be different. To discover and solve these constraints, similar work will need to be conducted in the future.

The second direction is to extend our algorithms. So far we have been using Sparse Coding and Representation to extract features, and we have been using HCRF model for sequence summary. Both of these steps have plenty of room for further improvements. This thesis is a pioneering work to solve the low-quality issues of Video Event Recognition. The frameworks and models are not optimized to their limits yet. Optimizing the current model is one way. For example: in the feature extraction step, we could consider using a more powerful model like autoencoder [36], which is an improvement based on sparse coding. In sequence summary models, we could also add state transition functions to represent the temporal locality. Leveraging these existing models and pushing them into a limit could be one way to explore this direction in the future.

Another future direction is to question the generic framework of Video Event Recognition proposed by previous work. It is not quite sure if this framework is optimal or even generic. Facing new challenges like video quality, it might be worthwhile to invent new frameworks and models. Especially, combined the two-step framework into a one-step model is another way to explore this direction.

The third direction is to apply this work to other topics. Almost all of tools and models used by us and existing works have been applied in other topics, such as speech and natural language recognition. The work done in this thesis is aimed to solve Video
Event Recognition only. We showed that, our work has high tolerance to video quality. This suggests, our work is fairly insensitive to background errors. While in topics like speech and natural language recognition, one of the biggest challenges is the background errors. Applying the work done in this thesis might be one direction to solve these challenges in other areas.

Therefore we conclude that, this thesis reaches its goal to recognized video events from low-quality videos, by proposing a novel method. The goal of this thesis has great potential for new applications in Video Event Recognition. The method itself, not only new but also has plenty of room for improvements in future research. The work presented in this thesis also has potential applications in other areas.
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