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INTERACTIVE QOS BROWSING FOR WEB SERVICE SELECTION 

· · Preetliy Sambamoorthy 
Master of Science, Computer Science, 2009 

Ryerson University 

ABSTRACT 

In most of the current research works on Quality of Service (QoS) based web service 

selection, searching is usually the dominant way to fmd the desired services. This approach 

comes with the potential problem of framing search queries properly due to requestor's lack of 

knowledge or vague requirement about QoS attribute values. 

In this thesis, we propose an interactive QoS browsing mechanism that uses the concept 

of clustering to present the QoS value distribution to requestors followed by fmer views of 

service quality. By analyzing various QoS attributes, we believe that the symbolic interval data is 

a proper type of representation, compared with the single valued numerical data. Therefore, we 

use interval data clustering algorithms to implement our browsing system. We conducted 

experiments on simulated QoS datasets to compare the performance of using different distance 

measures and show the effectiveness of the interval data clustering algorithm used. The result of 

the experiments show that the proposed approach provides an effective, user guided QoS based 

service selection approach that can conceivably overcome the problems with current approaches. 
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CHAPTER! 

INTRODUCTION 

T oday the world stays highly connected with the widespread growth of the \Y orld Wide 

Web. As time passes, the Internet builds on numerous well-adapted computing methods 

and underlying technologies. The roadmap for this growth suggests a shift from human-machine 

interaction to machine-machine interaction between systems on the web, by simplifying and 

enriching the user's experience on the web. Among many emerging web technologies facilitating 

this shift, Web Services, Service Oriented Computing, or Software as a Service, are among the 

most promising ones. A Gartner report referred to web services as the operating system of the 

Internet [22]. W3C defmes web services as loosely coupled software systems comprised of 

modular applications that use standard enabling technologies such as Simple Object Access 

Protocol (SOAP), Web Services Defmition Language (WSDL), Universal Description, 

Discovery and Integration (UDDI) protocol and other technologies, to support interoperable 

machine-to-machine interaction over a network [6]. To the general public, services have served 

as a means to interact with resource intensive applications and establish communication in real 

time, while to the enterprise community they enable these applications to improve their 

businesses and their relationships with customers. The structure of web services, mandating the 

separation of the application interfaces from the actual service implementation gives it the 

qualities of interoperability, reusability, and dynamicity. The use of standardized technologies in 

putting together the building blocks of a service draws industry support and ubiquity on the web, 

making them an appropriate choice to launch applications in a highly distributed heterogeneous 

environment. 
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In spite of the fact that the web services technology is a relatively recent development; 

there has been a rapid growth in the areas of web service development and evolution. However, 

the basic framework of web services in terms of the entities involved and the interactions made 

between them has remained the same. The three principal entities are the service provider, 

service requestor and service registry as given in Figure 1 [35]. 

Service 
Provider 

Web 
services t­

~ 

Figure 1 - Web Service Framework 

The service provider is responsible for implementing the service and providing its 

description (e.g. WSDL documents) and for publishing the service in a public or privately held 

registry that functions as a service repository. A typical WSDL document defmes a set of 

message formats, data types, transport protocols, transport serialization formats and one or more 

network locations for service invocation. This sets the tone for all communications between the 

provider and a potential requestor. The requestor entity represents a client on the web or within 
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an enterprise, looking for a particular service satisfying a set of functional requirements. Apart 

from the functional requirements, web services are also specified using their non-functional 

properties, e.g. Quality of Service (QoS) attributes. The requestors access the service registries 

with a focus of discovering relevant services that match their requirements [6, 52]. 

The action of discovering and selecting appropriate services is important to the requestor 

to be served comprehensively with respect to functionality, quality and the economics of the 

service in a highly competitive web services market. From the provider's perspective, it 

guarantees business, provides insight into the requirements of present and future requestors, and 

presents an opportunity to identify the shortcomings of their current service offerings. Hence, in 

a web service interaction framework, the process of discovering and selecting appropriate 

services is important for the success of services on the web. 

1.1 Motivation 

The current trend in software systems has led to a widespread awareness of web services 

and their usefulness, resulting in a steady surge in the development, publishing, and usage of web 

services. The earlier research efforts in the area of service discovery and selection mainly use 

functionality based matching techniques, ranging from syntactic matching to semantic matching 

to behaviour matching [19, 42, 62]. With the exponential growth in the number of services, the 

result sets obtained by matching services based on functionality alone, are large in number and 

get tedious for the service requestors to subsequently narrow down to the matching services. 

Hence, the need arises to filter and select services based on their non-functional properties in 

addition to the functional attributes [ 49, 60, 64]. 

Ideally, the service selection process is composed of two steps. In the frrst step, the 

requestor uses a set of functional requirements to select services offering matching 

3 



functionalities. This could be done using search queries consisting of relevant keywords, which 

describe the expected functionality of the service to be selected. From the results of this 

operation, the user can submit further queries describing the desired quality attributes for the 

service. In current frameworks developed for this purpose, the results are either directly returned 

to the requestor using matching algorithms or returned as a ranked list of services based on 

predefmed rules and ranking algorithms. For both the functional and non-functional requirements 

matching, the service information given by service descriptions in the form of WSDL 

documents, parameters in the SOAP messages, and quality attributes information from SLAs' 

and registries are used. At one point in time, research in this field considered the effectiveness of 

using this kind of matching systems in automating the service selection processes. This 

motivated the building of a service ontology that semantically modeled the services and their 

relationship using semantic mark up languages [ 4]. 

Thus, it is seen that there are several methods in current use. With these current methods 

using QoS selection, forming an accurate query is often a problem due to requestor's lack of 

knowledge or unclear knowledge about the values of the QoS attributes and their patterns of 

distribution. The fact that web services are highly dynamic in nature for several reasons further 

intensifies the requestor's dilemma in selecting the appropriate service using their particular QoS 

attributes. Some reasons supporting the dynamic nature of service are: new services emerge, old 

services expire, existing services are modified, the hosting environment is dynamic, resources 

are dynamically scheduled, hosting systems have different workload, cloud computing separates 

service hosting from service implementation, etc. 

Given the understanding of the significance of web service QoS in selecting services, it is 

seen that, in reality, values of QoS attributes have mixed data types as opposed to single valued 
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numeric data type. This further draws attention to using specialized algorithms in handling such 

data while using them during the service selection process. 

1.2 Problem Statement 

First, in the light of current advancements in enabling efficient web service discovery and 

selection frameworks, we understand that filtering services based on their functional properties 

alone are not sufficient and hence it is appropriate to consider their non-functional properties 

during service selection. 

Second, the fundamental problem with the QoS-based selection process is that the current 

approaches assume that requestors can formulate a QoS-query correctly, which is not always true 

in reality. Requestors may not have the knowledge of, which QoS attributes are measured by the 

registry, or, more commonly, the exact value ranges of those QoS attributes in registries, which 

usually leads to an unsuccessful search. This results in the requestors abandoning their search 

process or selecting services that might not completely match their requirements. 

For instance, a service requestor wants to fmd a service with a high reliability level, and 

thus they put the request as "reliability>99%", however, none of the services in the registry 

achieves this level, and the maximum reliability present being 97%. In this case, no matching 

results could be returned, but when no other choices being available, the requestor could have 

accepted a service with reliability 97%. This example shows the problem with searching, when 

an improper query is submitted. In addition, the requestor's QoS requirements could be given by 

both hard and soft constraints on quality attribute values. The latter case means that requestors 

have a fuzzy requirement for the QoS values and it is often negotiable. For this kind of QoS 

requirement, searching on a fixed value is not always a good option. 
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Finally, we emphasize the necessity of considering the appropriate algorithms for 

handling QoS data based on. their data types. 

1.3 Objectives and Contributions of the Thesis 

The primary goal of this thesis work is to integrate the inspirations dra~n from the 

concepts of data clustering and interactive browsing in the field of information retrieval in order 

to improve the QoS based service selection process. We propose a QoS-based clustering 

mechanism using interval variables that iteratively filters through a collection of functionally 

similar services yielding results that could potentially benefit service providers, -requestors, and 

registries. More specifically, it benefits requestors in their service selection process. The 

proposed method reinforces the importance of using non-functional properties of web services, 

in addition to their functionality, for guiding the service selection process. Unlike ke~ord based 

searching techniques, the proposed model presents users with summaries of web services QoS 

data that can help overcome ambiguities in framing relevant search queries. 

By using QoS data and iteratively applying clustering in selecting services, the following 

objectives could be met and point two is-specifically met using the approach developed in this 

thesis work: 

First, web services could be organized into different categories based on their quality 

levels, in order to improve the service management in a registry. 

Secondly, it is easier for requestors to understand and search a small number of service 

clusters instead of a large data set of functionally similar services; QoS clusters could give 

requestors an overview of the quality value distribution of this service set, which in turn would 

help them select the desired services. 
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Thirdly, clustering could help providers know the QoS delivered by their competitors and 

understand their own positions in the registry. In addition, more importantly, if the QoS data is 

collected from the original signed contracts such as the Service Level Agreements (SLA) 

between requestors and providers, they can provide some idea about the true quality 

requirements from different requestors, that could enable service providers to constantly improve 

the delivered QoS of their services. 

The contributions made by this work are given as follows. 

We put forth a novel idea, which considers QoS-based service selection as an 

integrated activity of searching and browsing, by proposing an interactive QoS 

browsing mechanism for web services. 

We investigate the data types ofQoS attributes for web services and conclude that 

QoS data should be of interval or symbolic type as compared with a single real 

number proposed by other research activities. We use interval data clustering 

instead of the traditional clustering algorithms to avoid the loss of information 

while clustering. We thoroughly analyze, evaluate, and choose appropriate data 

clustering algorithm between two popular interval data type algorithms. The 

clustering algorithms are iteratively used to help requestors get more refined and 

focused views of their interested QoS values in the interactive browsing process. 

1.4 Organization of Thesis 

The remainder of this thesis is organized as follows: 

Chapter 2 - Literature Review: This chapter comprehensively reviews the related 

research efforts under the area of web service discovery and selection. It discusses various 

selection methods using the functional and non-functional properties of web services. In 
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addition, it broadly covers the concept of data clustering along with an overview of current 

approaches used for classiq, .interval and symbolic type data. Finally, it provides an outline of 

browsing techniques from information seeking theory that inspired the proposed methodology of 

this thesis. 

Chapter 3- Interactive QoS Browsing Framework for Service Selection: This chapter 

begins with the overview of QoS attributes of web services, the fashion in which they are 

represented and introduces special types of data clustering algorithms. It further explains the two 

main interval data clustering algorithms used in this thesis work. It also explains the interactive 

QoS browsing process proposed in this thesis. 

./ 

Chapter 4 -Experiments and Results: This chapter details the steps for designing the 

experiments and generating the data used for evaluating the effectiveness of the interval data 

clustering algorithms used in this thesis. It provides an illustrative example for QoS browsing in 

web service selection using sample datasets. 

Chapter 5- Conclusion: This chapter concludes by summarizing the work done in this 

thesis and provides recommendations for the potential future work that can stem from the current 

contributions. 
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CHAPTER2 

LITERATURE REVIEW 

In this chapter, we study the background material and the related works. from four 

different domains namely: QoS for web services, web service discovery and selection, data 

clustering, and systems for information seeking on the web, which serve as an inspiration to the 

proposed methodology presented in this thesis. 

2.1 QoS for Web Services 

The QoS requirements for web services mainly refer to the quality aspect of a web 

service in terms of satisfying the needs of a user given by the non-functional requirements of the 

service [35]. QoS attributes serve as a benchmark in assessing and distinguishing several service 

providers from one another. Hence, they enable requestors to make informed service selection 

decisions based on the capabilities of the provider pool. QoS also serves as a key factor in 

service provisioning, which helps service providers enhance their competitiveness in · the web 

services market place [36]. 

With the increasing importance of quality of service, there have been several research 

studies [6, 37, 55] attempting to quantify and categorize QoS attributes into meaningful groups. 

In [55] the author provides a clear classification of domain specific QoS attributes given as: 

Run time related: Includes scalability, capacity, performance, reliability, avail­

ability, robustness, exception handling, and accuracy. 

• Transaction support related: Includes integrity, atomicity, consistency, isolation 

and durability. 
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• Configuration management and cost related: Includes regulatory, supported 

standard, stability, cost, and completeness. 

• Security related: Includes authentication, authorization, confidentiality, 

accountability, traceability, data encryption, and non-repudiation. 

Meanwhile, another author [65] identifies QoS attributes by type: performance, dependability, 

security, and application specificity. 

Another aspect in the discussion of QoS is in terms of the multiple potential sources in 

the architectural model of web service communities, which make quality attribute values 

available. Some popular sources include publisher provided data from service registries, 

monitoring engines, SLA documents, third parties such as a broker agent, and requestor provided 

data in the form of feedback [49, 60, 68]. Publishers provide quality attributes along with their 

guaranteed values in service description documents or defme ontology to model these attributes 

in an automated services framework. This _information is found in public registries or other 

privately held enterprise registries. This serves as a means of advertisement for these publisher 

entities by increasing their visibility within the service communities. Requestor provided QoS 

data is in the form of accumulated ratings based on earlier experiences with service usage. This 

information called service reputation serves as a subjective measure of quality as opposed to 

objective-quantitative measures such as reliability, availability, etc. The publisher and requestor 

sources are, however, prone to manipulation resulting in false QoS data. In order to address this 

issue, earlier research studies proposing and implementing trust and reputation mechanisms 

evolved; for instance, the inclusion of an extra QoS sub-attribute called verity to indicate the 

service provider's trustworthiness [30]. SLA documents refer to mutual contracts signed between 

requestors and publishers upon agreeing to the terms of service with respect to quality. Even 
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though this concept appears to be promising, there has not been widespread adoption for SLA' s 

due to limited efforts taken to ensure their compliance. Monitoring engines and third party agents 

are registry demanded sources tracking the quantitative performance of services. By combining 

SLA conformance with monitoring engines, it is possible to compare the requestor promised 

QoS with the delivered QoS for improving QoS accuracy level. 

Yet another aspect of discussing the quality of service is provided by surveying the way 

QoS attribute values are calculated and handled by repositories of such data. In [ 46] the authors 

provide a picture of how the QoS attributes tie to web services along with means to measuring 

such attribute values. They also details several factors affecting the dynamicity of QoS attribute 

values and measures such as caching and load balancing in proactively improving these values. 

There are also dedicated languages to specify QoS attributes, such as Quality-of-service 

Modeling Language (QML), NoFun language and CORBA trader, which have evolved [17]. As 

can be seen, over time the quality of service as a differentiating factor for web services has been 

identified as important for the selection and adoption of a single service among the multitude of 

web services published. 

2.2 Web Service Discovery and Selection 

In a short span of time there has been a wide spread proliferation of web ~ervices that 

highlight the promise of software functionality provided by services, these being able to readily 

~ 
aggregate or replace the functionality that caters to the dynamic requirements of requestors. With 

their increasing growth, the process of service discovery and matching based on the structural 

and semantic information of services becomes a daunting task. This often leaves the service 

requestors with an information overload. At present, the area of service discovery and selection 

is being actively explored and several service search engines [1, 55, 61, 62, 67] and techniques 
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have evolved as a result. An elaborate survey of service selection frameworks in the past and 

present suggest three main c&tegories of available methods given by: 

Functionality Based Selection Methods 

QoS Based Selection Methods 

Trust and Reputation Based Methods ~ 

QoS refers to a set of non-functional properties given by quality attributes of web 

services, used for assessing services and assisting requestors in fmding services focussing on the 

quality aspects---of services aside from their functionalities. Trust refers to a personalized single 

user subjective score on the performance of a service [65]; reputation on the other hand is the 

public opinion collected on a service formed by the aggregation of scores from individuals about 

a particular service [ 40]. 

Often similar services are identified based on their functionality by performing a keyword 

search on service names, their description files, and operation parameters. Advancements in this 

approach widened its scope from matching services syntactically to matching them semantically, 

which improves the correctness of the results. 

In [19] the authors consider the possibilities of using text, schema, and software 

component matching techniques to fmd the similarity between web service operations. They 

proposed a method using a modified agglomerative clustering algorithm that group names of 

parameters of web-service operations into semantically meaningful concepts. These concepts are 

used to determine the similarity of inputs or outputs of web-service operations. Each parameter is 

considered as a set of concatenated terms that are grouped together based on the co-occurrence 

of its component terms. The method uses the conditional probabilities of occurrence of terms to 

form association rules. These rules guide the merge and split operations of the clustering process. 
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Cohesion (similarity between concepts in the same cluster) and correlation (similarity between 

concepts in different clusters) are the criteria defining the stopping condition for the algorithm 

identifying similar services. A combination of parameter name, parameter concept and operation 

description similarities are used to build an exclusive functionality-based selection method. 

In another research work [50], the authors propose a semantic web service-clustering 

algorithm that can extend the semantic representations of the web services. A combination of 

ontology languages are used in the description files of the web services to add meaning to the 

structure of services. Following this a clustering algorithm is applied to group the heterogeneous 

collection of similar services together. User requirements are then collected in the form of query 

terms and are matched with the cluste'fs to fmd suitable services. This information is used to 

group the similar services [50]. 

In [62] the authors suggest that the API of public service registries like UDDI should 

provide the users with a categorical listing of services, which tend to be time and effort 

consuming in terms of navigating to the relevant services. By supplementing these, API's with a 

set of similarity-assessment methods applied to WSDL files provides a more automated service-

discovery process. Firstly, this technique employs a traditional vector-space model along with 

information-retrieval methods to extract a collection of distinct words (from WSDL 

specifications using pre-processing steps), which is compared to the words of the query in 

natural language. Secondly, a structure-matching algorithm is applied on the resulting collection, 

and matching scores are computed by calculating the semantic distances between identifiers of 

WSDLs. The authors clearly defme the various identifiers within WSDLs that are used for 

structural and semantic matching. 
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In [38] the concept of homogeneous service communities with similar functionalities is 

suggested. The system autotl)atically queries a search engine like Google to collect description 

files of services with wsdl extensions. The files are then mined to extract the following features: 

content, context, service host and the service name using a cascaded word analyzer. A 2-pass tree 

traversing ant algorithm is applied on the extracted terms to fmd similar services grouped as 

homogeneous communities. 

Subsequently research efforts have tried to solve the dilemma service requestors face, in 

having to make a choice from a collection of functionally similar services, by evaluating them 

using the non-functional QoS requirements. 

In [17], services are organized as three abstract layers: concrete, abstract, and subject 

type. Ontology describing these services is built as an extension to the traditional public 

registries. The service domains and importantly the QoS specifications are treated as subspaces 

in a multidimensional space. The QoS parameters published by the provider are modeled as 

point data, while the requestor's parameter sp~G-ifications are represented as constraints on these 

points. Subspace clustering techniques identify the published spaces falling within the demand 

subspace to fmd matching services. In [32], optimal service selection is achieved through multi­

attribute decision theory methods; the declarative logic-based matching rules are specified 

instead of the hard-coded matching algorithms, and therefore the whole algorithm IS more 

flexible. 

The concept of context awareness from the perspective of service providers and 

requestors can also be used for QoS based service selection [70]. By using identity, location, 

activity, and time information as context types, context rules are generated. The context rules 

thus generated filter the relevant services following which QoS attributes are used to generate 
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web services scores. The maximum quality attribute values are used to calculate the objective 

weight of providers and subjective weight of requestors to derive the weighted score for each 

service. Services are ranked using relevant matching and scheduling algorithms before 

presenting them to the requestors. 

The concept of trust and reputation has been used to score services based on their 

conformance to QoS values. For instance, a trust and reputation model is built using three 

factors: ratings made by users, service quality compliance, and its verity, i.e., the changes of 

service quality conformance over time to rank services [ 60]. Another possibility as discussed in 
J 

[60] uses real-valued time series forecasting techniques to predict the quality conformance values 

for QoS attributes from past data. User reports on QoS conformance are grouped using a convex 

k-means clustering algorithm. Following the trust-reputation evaluation, credibility weights are 

assigned to larger clusters, hence differentiating the smaller scattered clusters as cheaters. A 

simple additive method is used for QoS ranking in the service selection framework. In [37], a fair 

and open QoS computation model is proposed and implemented in a service registry. QoS values 

are normalized and similar qualities are grouped. Then a linear combination with user preference 

based weights is used to calculate the fmal QoS value. They also enforce a policing mechanism 

to prevent the manipulation of QoS values by requestors. The, concept of modeling a separate 

QoS registry to monitor service performance for conformance and collect user feedbacks was 

also implemented [ 1 0]. 

Another research paper defmes the notion of a service pool. The pool is composed of 

similar web services from which consumer-centric services are discovered and a virtual provider 

being the representative candidate service of a cluster satisfying the consumer requirements is 

selected. A similarity-matching algorithm is used to cluster the functionally similar services and 
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generate a virtual WSDL so that the service pool can be accessed as a web service. A negotiation 

module is used to match the QoS spectrum (of the virtual pool) with the user QoS. Finally, the 

virtual provider, on subscription from requestor, retrieves the appropriate service. The 

advantages of this method include using the semantic information of services, a better yield for 

the precision of the cluster results and considering hard and soft constraints for specifying 

requestor's requirements. However this has the drawback that the assumption is made that 

consumers' QoS requirements are compliant with the virtual pool; it also has a lack of accuracy 

while transforming the service pool to a virtual WSDL description; further it only uses persistent 

(steady network conditions) and personalized (downloads service from cache) servers [39]. 

Service discovery and selection frameworks can also be modeled using trust and 

reputation ranking of web services in a registry. Service selection models built on trust and 

reputation can further be studied under the classification criteria: 1. Centralized or decentralized -

depending on the architecture of the trust and reputation-evaluating module in the model 2. 

Person or resource - depending on the nature and role of the entity evaluating the trust and 

reputation rank of services 3. Global or personalized - depending on whether a small closed 

community or a much larger geographically spread community is used to evaluate services [69]. 

Other diverse techniques researched and implemented on service selection and discovery can be 

referred to from the following references [1, 7, 16, 42, 49, and 48]. 

Even though, several models have evolved to address the issue of service discovery and 

selection using the functional and non-functional requirements for services, they often assume 

that the requestors are informed of the QoS data details and aware of their present distribution 

trends in registries. In reality, the requestors using these discovery and selection frameworks 

have at best fuzzy or even no knowledge about QoS attribute values of services. This leads to 
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difficulties in framing input queries that are keys to obtaining the correct results using the current 

discovery and selection models. In our effort, we address this issue by using clustering 
~ 

techniques to summarize the services' non-functional data and propose interactive QoS browsing 

to identify services matching the requestor's preferences. 

2.3 Data Clustering 

The topic of data clustering is associated to our work as we intend to use clustering 

algorithms in the interactive selection process for summarizing and categorizing services based 

on their QoS information. 

2.3.1 Overview 

The concept of clustering is a mature yet actively growing area in the domain of data 

mining and knowledge discovery. Clustering is an exploratory data analysis process that 

performs the segregation of given data into groups of homogenous objects. It mines from a given 

data set; the natural groupings of data objects is based on particular distance and similarity 

measures between the attributes of these objects. Often, objects to be clustered are represented as 

a single data point or a vector of quantitative features or numerical values. Clustering is also 

referred to as an unsupervised form of learning. The essence of a quality-clustering algorithm is 

to produce clusters of data objects whose inter-cluster similarity is low and intra-cluster 

similarity is high. In other words, objects in the same cluster are more highly similar to one 

another than to objects in neighbouring clusters [21, 24]. Apart from being a method in the data 

analysis part of the data mining process, clustering is also used for data cleansing and outlier 

detection. Clustering helps identify t~e dense and sparse regions . in a given data set, thus helping 

fmd the overall distribution patterns and interesting relationships between data attributes. The 
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concept of clustering has been widely implemented in applications such as pattern recognition, 

image processing, market research, and weather forecasting to name a few useful ones [24] . 

Several different algorithms for clustering have evolved over time, primarily based on the 

type of data to be clustered along with the application domain and method of implementation. 

2.3.2 Classical Data Clustering Algorithms 

Clustering techniques are traditionally categorized into two main types, partitioning 

methods and hierarchical methods. The partitioning type algorithms are a set of methods that 

divide a given set of n data points into k different clusters by adopting greedy heuristics such as 

iterative optimization. The approach starts by randomly choosing a set of k initial points as 

representations for cluster centers and groups the remaining data objects around these k points 

based on specific proximity or similarity measures. This process repeats iteratively by re­

assigning the cluster centers and moving the data objects to be around the new centers. The 

algorithm terminates on convergence of the distance and similarity measure values. The popular 

k-means algorithm falls under this category. The significant advantages of this class of 

algorithms include efficiency, good performance for spherically shaped clusters, and scalability 

to name a few. The primary drawbacks include the need for user input in the form of k (number 

of clusters to produce). They are valid for numeric type data only, and for the other type they 

require a data standardization method. Several variations of the partitioning type algorithms have 

evolved such as the ISODATA, k-medoids, spherical k-means, bisecting k-means, SOM, etc [24, 

29]. 

The hierarchical clustering algorithms produce a tree like structure that progressively 

joins the most similar data at each level of the structure. The topology of the clusters is a binary 

tree called the dendrogram. The hierarchical process can be either an agglomerative bottom-up 
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strategy or divisive top-down strategy. In agglomerative method, the clustering process starts 

with each data object as an individual cluster. These clusters are then successively merged 

together to form new, larger clusters until all of the data objects are in one big cluster. In the case 

of divisive clustering, you start with a single large cluster, and at each level a splitting operation 

is performed to break it down into smaller clusters. The resulting dendrogram can be cut at the 

(K + 1/h level to obtain the desired number K of clusters. A few variations of this class of 

algorithms include BIRCH, Chameleon, CURE, SOTA etc [24, 43]. 

Fuzzy clustering [5] is a relatively recent form of a soft computing method that produces 

less tolerant, non-distinctive and overlapping clusters unlike the hard clustering methods 

(partition and hierarchical) discussed so far. In fuzzy clustering each data object is allowed to 

belong to all the clusters with a certain degree of membership given by u (i,j), which represents 

the membership coefficient of the lh object in the lh cluster and satisfies the following two 

constraints where c denotes number of cluster and N the number of data inputs: 

c 

I ui,j = 1, Vj 
i=l 

N 

and I ui,j < N , Vi 
j=l 

(1) 

Fuzzy methods include density based, grid based, neural network based, and evolutionary 

type (genetic algorithms) methods, to list a few of the significant forms [21, 66]. Hybrid versions 

of algorithms have also evolved which combine two or more clustering methods to cancel the 

drawbacks of each method with the advantages of the other methods. In [20] the authors suggest 

approaches to combine multiple clustering algorithms forming a hybrid algorithm that delivers 

multiple advantages as a result. 

Other topics of interest with respect to clustering algorithms having considerable 

dynamics in research advancement include: i) Proximity and similarity measures, ii) Cluster 
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validity evaluation, iii) Computational complexities and corresponding solutions, iv) Application 

areas, etc. 

2.3.3 Interval and Symbolic Data Clustering Algorithms 

Symbolic Data Analysis (SDA) is a domain in the area of knowledge discovery related to 

multivariate analysis, pattern recognition, and artificial intelligence. The class of clustering 

algorithms in this domain are designed to deal with aggregated data such as symbolic and 

interval type. SDA is a novel way of analyzing multi-valued variables. It can handle different 

types of variables such as numerical, interval, categorical, enumeration, and modal, in which 

interval data is the most common approach [18]. For the interval data, interval-clustering 

algorithms could produce more accurate clustering results than applying traditional clustering 

algorithms that perform clustering on representative single point values (e.g. midpoints of 

intervals). Furthermore, by eliminating the need to normalize or convert the data into a standard 

form, the structure information of the interval data will not be lost [53]. Interval data clustering 

[8, 9, 10, 11, 53, and 59] has been used in many applications such as census, temperature, 

medical and geographical, etc data. 

In [59], a dynamic clustering algorithm is used for interval data with a two-step 

relocation process. This involves identification of prototypes representing each cluster by the 

local optimization of an adequacy function, followed by the allocation of data individuals to the 

correct clusters using their proximity from the prototypes. The algorithm repeatedly re-identifies 

new cluster prototypes followed by the re-allocation step until the adequacy function converges. 

The proximity is measured by two adaptive versions of the city-block distance. The adaptive 

distance measures associate with each cluster a distance component defmed according to the 

intra-class structure of the cluster. This consistently produces better clustering results when 
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compared with the use of non-adaptive measures [47]. In another paper [11], the dynamic 

clustering algorithm is used with Hausdorff distance measure and the two-component 

dissimilarity measure. Several other distance, similarity and dissimilarity measures such as 

Euclidean, L2, Mahanabolis, also exist [8]. 

Other than the partitioning algorithms discussed in the above papers, the hierarchical 

clustering also can be used for interval data. In [58], an online agglomerative hierarchical 

clustering algorithm based on the single-linkage method is used to cluster both symbolic and 

numerical data. In [23], an agglomerative algorithm for symbolic data based on the combined 

usage of similarity and dissimilarity measures are presented, and these proximity measures are 

defmed based on the position, span, and content of symbolic objects. Another modified form of 

the hierarchical clustering algorithms produces pyramids in the place of results dendrograms for 

the given interval data [18]. The pyramid is referred to as a pseudo-hierarchy with overlapping 

clusters at each level. The results obtained by this algorithm are believed to provide accurate 

representation of the input sets; however, these algorithms face the issue of scalability for larger 

datasets. In [12] the author suggests a generalization of the pyramidal algorithm by limiting the 

number of internal clusters overlapping, to address the issue of scalability. 

Another work is an incremental clustering approach on interval data that is implemented 

usmg the concept of rough sets to retain the uncertainty part of cluster analysis and it is 

efficiently computed in minimum time while addressing the issue of scalability in terms of large 

data sets. The algorithm does not depend on similarity metrics and is hence suitable for symbolic 

data. The Leader algorithm is one of these kinds, which scans the entire data set in one shot and 

separates the leaders of cluster representatives. A current data set becomes a new leader if its 

similarity measure differs from the current cluster leader beyond threshold values. If not, it is 
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assigned to the same cluster. This algorithm uses the modified city-block distance for the 

dissimilarity function. Instead . of taking the absolute value of the lower and upper bound 

differen~es, this measure takes their squared value. Each cluster is the interval of the form (mine, 

maxc) [45]. 

In [34] the authors combine the dynamic clustering algorithm with the Kohonen Self 

Organizing Maps (SOM) algorithm to clustering symbolic data. The SOM algorithm is used to 

perform the data reduction step for a large symbolic data set. The results are given by micro­

clusters, which are further grouped into clusters modelled by symbolic objects using the dynamic 

algorithm. The combination algorithm was also applied to a large waveform dataset to show the 

effectiveness of the results. 

Other areas of research effort seen in this family of clustering algorithms involve the 

generation of a Minkowski metric (the standard metric for typical clustering algorithms) for 

mixed-feature variables to form dendrograms of interval and numeric data using single linkage 

clustering methods; the use of divisive clustering methods on symbolic data to furnish a 

hierarchy of symbolic data sets along with the characterization of each cluster in the hierarchy; 

and the use of weight distribution vectors as cluster prototype, to achieve context aware dynamic 

clustering on symbolic data [9, 60]. There are also other approaches available for interval 

clustering using different mechanisms such as genetic algorithm, belief functions, and fuzzy min­

max neural networks [18, 33, 58]. 

2.4 Information Seeking Theory 

A survey of techniques and systems in this domain s~rve as fundamental inspiration in 

designing the framework of the methodology suggested in this work. 
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2.4.1 Search and Browse Strategies 

With the World Wide Web's (WWW) fast expansion, the number of sources and access 

points available to acquire any kind of information on the web has been overwhelming. In 

addition, people accessing these sources to fmd the most relevant piece of data,. often face 

situations of information overload. The popular means for fmding information on the web has 

primarily been through search engine interfaces such as Google, Vivisimo and other navigation 

tools (Scatter/Gather systems [ 14, 15]). It is believed that searching and browsing are two 

separate but complementary techniques that help users fmd relevant information on the web. 

However interestingly, some theories suggest that information seeking on the web is an 

integrated activity of browsing and searching. When users need particular information, searching 

is a better way of fmding information. When users do not have a clear idea about what they are 

looking for until the available options are presented, or users do not know how to formulate a 

query properly due to the lack of knowledge on the vocabulary or the corpus, browsing is a better 

way. Browsing is also better for keeping the relevant context information, which is crucial in 

some information seeking tasks [13, 45]. 

In [45] the authors suggest a combined paradigm of search for users on the web that 

enables them to perform browsing activities at will using hypertext links to web pages in close 

proximity to the current page being accessed. Such a system supporting operation on the fly is 

also highly efficient in terms of being interactive. Further advancements suggest the usefulness 

of building cognitive models for web navigation; these models can be utilized to predict web 

usability. This can be done based on the perceptual cues from users while searching, so they can 

make information seeking decisions and to gain an overall understanding of the contents of 

information collections accessed [54]. 
I 
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2.4.2 Scatter/Gather Browsing Systems 

Scatter/Gather systems are a class of navigational tools that use the principle of browsing 

to help users navigate through a collection of documents. The basic idea of the Scatter/Gather 

browsing method is that: given a document collection, the system scatters it into a small number 

of clusters, and generates a summary for each cluster and presents it to the user. The user can 

then select one or more clusters for further study based on the summaries; the selected clusters 

are gathered together and the system then applies clustering again to scatter this sub-collection 

into a small number of clusters and again present these to the user; this process could continue 

until the individual desired document is identified [14]. The system uses an on-the-fly buckshot 

algorithm and an offline fractionation algorithm to cluster documents. 

Since Scatter/Gather is an interactive browsing process, the efficiency of the clustering 

algorithms used in this system is extremely important for the success of the system. 

Subsequently, some research papers discuss ways to improve the efficiency of the Scatter/Gather 

system, which was already linear in time [ 15]. Since document collections are typically very 

large, a linear running time is not satisfactory enough while using an interactive system. In [15, 

26] the authors propose to build a hierarchy of the document collection using an offline 

hierarchical clustering algorithm. From this hierarchy for a given collection of documents, the 

cluster at any particular level with the maximum number of leaf nodes is selected as a meta 

document representing this collection. This subset is then summarized to the user following 

which the partitioning algorithms are applied to the user selection. In [31 ], the authors suggest an 

algorithm that produces initial hierarchies as suggested above, followed by the application of a 

bisecting k-means algorithm to continue with the scatter gather step. This algorithm claims to 

increase the efficiency, reduce the effort needed by user, and improve the quality of results 
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generated. The authors also investigate the effectiveness of the scatter/gather based document 

browsing system using a fair and open-ended user survey. Apart from being used for clustering 

documents, scatter/gather systems have also been implemented in peer-to-peer networks [51]. 

2.5 Chapter Summary 

In this chapter, the background information related to our thesis work was studied. For 

our discussion the related literature is categorized into four different sections: QoS attributes of 

web services, web service discovery and selection frameworks, different types of data clustering 

algorithms and, information seeking theory and related systems. The past and present service 

selection frameworks based on functionality, QoS data and trust and reputation levels of services 

are extensively identified. A large number of search and selection techniques to fmd services are 

present, which match the functional requirements of requestors. While techniques based on non­

functional requirements matching that are relatively recent are studied. However all these 

techniques are search based matching methods, requiring the requestor's input in the form of 

queries and hence are all faced with the same fundamental problem of constructing the correct 

input query using appropriate keyword. Subsequently, the domain of data clustering is 

introduced, along with a special class of clustering algorithms dealing with symbolic and interval 

type data. The chapter concludes with a survey of popular concepts under the domain of 

information seeking by users on the web with a specific discussion on Scatter/Gather systems, 

which serve as tools for navigation. 
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CHAPTER3 

INTERACTIVE QOS BROWSING FRAMEWORK FOR 

SERVICE SELECTION 

3.1 Overview 

The fundamental process of choosing the right services from the vast and diverse pool of 

functionally similar services can be viewed as a two step process. The frrst step involves the 

discovery of relevant services whose descriptions match the functional specifications outlined by 

the requestor. The second step involves the careful selection of the most appropriate service from 

the set of services retrieved by the previous step, using non-functional requirements, in which the 

functionally similar services could be filtered on the hard-constraint QoS requirements, and then 

ranked based on the soft-constraint QoS requirements. The essence of the work done by this 

thesis is to introduce and verify a new approach to perform the service selection process in the 

second step, by using the non functional properties of functionally similar services in conjunction 

with the application of interval data clustering algorithms. This chapter begins with an exemplar 

scenario that supports the need for the technique suggested by this work in two ways: 

Establishing the reason for using non-functional service requirements in driving 

the service selection method 

Indirectly indicating the practicality and ease of the proposed method in carrying 

out service selection 
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3.1.1 Motivating Scenario 

Consider the example of a user searching for a vacation travel package booking service, 

to implement on a website as shown in Figure 2 below. Typically, the user looks up a travel 

agent service from common search engines such as Google, Yahoo, or Bing etc·. A simple 

keyword search, such as 'flight booking' results in several matching hits like expedia.com, 

hotwire.com, orbitz.com etc. 

eo 
DO 

Train Travel Service 

eo 
DD 

Travel agent service (e.g: 
expedia.com, 
hotwire.com, 

farecompare.com, etc.} 
Car Hire Service 

~--· l__QQ_f > 1 bus options 

Bus Booking Service 

,,'' '\ ,, 
Hotel Booking Service ,,'' > sight seeing and 

,, other entertainment 
options 

Input keywords: 
• Simple keyword matching 
• Semantic similarity matching 

Activities Planning Service 

Figure 2- Example real time travel booking scenario 

The user can further narrow down the choice from this list of functionally similar services 

based on the non-functional properties given as QoS attributes of these services. This could refer 

to attributes such as the availability of the service, cost of the package provided by the service, 
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credibility of the service in terms of making secure and valid reservations etc. To continue to 

filter through the services based on the QoS attributes, the user is required to give his preferences 

to the search engine in the form of hard and soft quality constraints such as (cost of package 

<1000, availability >99). In the frrst place, it is possible that the user has no knowledge about the 

actual ranges for these attributes. Furthermore, even if the user has a partial knowledge about the 

actual values of the QoS attributes, it is still possible for the user to form an inappropriate query 

due to the combinatory effect of multiple QoS attributes. One example could be that the user 

searches for availability >99%, but zero results are returned as the maximum availability of the 

returned services equals 97%. If the user were aware of this maximum value, the query could 

have been relaxed to >95% and satisfactorily selected the 97% availability service. Another 

example could be that the user wants a service with cost<$1 00 and availability>98%, but all 

returned services with availability>98% have cost greater than $100. Again, the search would 

return zero results for the user's current query. However, if by presenting the clustered result, 

the user could know the possible values for cost when availability is greater than 98%, so the 

query could be more realistic. Thus, we see that the user often faces a measure of confusion 

when choosing the appropriate values for searching services based on their QoS attribute values. 

The difficulty increases with increasing number of attributes included in the search query. 

Moreover, the use of soft constraints over hard constraints to represent these queries is still not a 

satisfying solution to fmding relevant services. By representing the clustered results of service 

QoS to the user, it is possible to provide the knowledge the user lacks about the attribute values, 

which are important for service selection. 
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3.1.2 QoS Attribute Definitions 

In this section, the defmitions of three popularly considered QoS attributes [35, 55, 64], 

used in this thesis work to analyze the proposed QoS based service selection method are 

presented. The three attributes are reliability, response time and price (or cost). Throughout this 

thesis, the tenns cost and price are used synonymously. Here we provide the defmitions of these 

three QoS attributes: 

Reliability: Is the ability of a web service to perform its required functions following the 

stated conditions for a specified time interval. It is proportional to the total of the number of 

failures per day, week, month, or year for a service. 

Response time: Is defmed as the interval of time between when a service is invoked by 

the user to the point where the service has completed the purpose of its invocation. 

Price: Is given by the amount of money paid by requestors to service providers on 

invoking and using the service successfully or with failure depending on the terms signed in the 

agreement documents. Even though price is not considered as a QoS attribute by some authors, it 

is considered in the proposed framework due to its importance to requestors. 

3.1.3 QoS Data Representation 

This section explains one of the important analyses used in establishing the methodology 

employed in this thesis work. QoS data at times tends to be dynamic or highly unpredictable in 

nature. This is because of the way QoS attributes are modeled with respect to the service 

providers and requestors or in catering to the increasing application domains under which 

services are published. Under these circumstances, it is important that all aspects and scenarios 

for describing and representing QoS attributes be considered in order to comprehensively handle 

the representation dynamics ofQoS. 
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In several QoS based service selection papers [17,32,55], the value of the QoS attributes 

is assumed to be of single valued integer type as seen in the sample tModel given in Figure 

3[67]. 

<keyedReference tModelKey= "uddi:uddi. org:QoS:Price" 
key Name= "Price Per Transaction" 
key Value= "0.01 "> 
<keyedReference tModelKey= "uddi:uddi. org:QoS:ResponseTime" 
keyName= "Average Response Time" 
keyValue= "0.05"> 
<keyedReference tModelKey= "uddi:uddi.org:QoS:Availability" 
keyName= "Availability" keyValue= "99.99"> 
<keyedReference tModelKey= "uddi:uddi. org:QoS: Throughput" 
keyName= "Throughput" keyValue= "500"> 

Figure 3 - Sample tModel 

We believe that this form of representation is only a simplified means to represent 

attribute values, which might fail to yield accurate results when used in searching services. For 

instance, the response time is usually different in different service invocations, and hence an 

average value in this example can only approximate the actual delivered values. In this case, it 

would be more useful for requestors' to know the provider-promised upper and lower bound of 

this value. From the provider's point of view, it is more reasonable for them to publish a value 

range of the response time instead of an average value to indicate the correct level of service 

promised by them. This enables providers, to duly standout in a fast growing services market 

with their accurate levels of quality delivered. Another scenario being that some attributes 

directly require the publisher to provide a maximum and minimum value while assuring a certain 

level of service. In the case of reliability, a maximum value for attribute indicates better 

performance and requires the publishers to provide at least the minimum level for this attribute in 

satisfying the requestor's requirement. Maximum value can also connect with the capacity of the 

provider. For instance, due to the limit of the server capacity, the maximum number of 
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concurrent requests a provider is able to handle could be specified. QoS attributes could also 

have types such as single real data, Boolean, enumeration and others [17, 37]. In [63] the authors 

defme service ontology, modelling QoS attributes for services. They list, integer, Boolean, string 

as some of the data types used in describing QoS attributes and also show some m~asurement 

types used for QoS attributes. Hence, the entire class of QoS attributes could be referred to as 

symbolic type of data [18]. 

From the above scenarios, we infer that by representing QoS attributes as an averaged 

single value, we certainly introduce a level of loss in information with respect .to web services 

QoS. And from the tModel example above we can say that representing QoS attribute values as 

interval data is easier and is accurate too. In this example, each QoS attribute is measured by a 

single numerical value. We can easily make some modification as: "price: 0.01" could be 

converted to "price: (0.01, 0.01)", "average response time: 0.05" could be represented as 

"average response time: (0, 0.05)", "availability: 99.99" could be represented as "availability: 

(99.99, 100)", and "throughput: 500" could be represented as "throughput: (500, 

MAX_THROUGHPUT)" in which the value ofMAX_THROUGHPUT depends on the system 

capacity. Furthermore, if we have a Boolean value such as "transaction support: yes", it could be 

converted to "transaction support: (1, 1)". It is evident that, there is certainly no room for loss of 

information in this case and we can handle all types of attributes in this fashion. 

Additionally, the web service standards also support to represent the QoS data as interval 

values. For instance, in the current version of Web Service Level Agreement specification [40], 

we could defme value ranges for a certain SLA parameter as shown in the example given by 

Figure 4. This capability could be further enhanced by using logic operators. 
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<ServiceLeve/Objective name= "gl "> 
<Obliged>provider</Obliged> 
<Validity> 

<Start> 200 1-11-30T14:00:00. 000-05:00</Start> 
<End>2001-12-31T14:00:00.000-05:00</End> 

</Validity> 
<Expression> 

<Predicate xsi: type= "wsla:Less "> 
<SLAParameter> AverageResponseTime 
</SLAParameter> 
<Value> 5</Va/ue> 

</Predicate> 
</Expression> 
<EvaluationEvent> NewValue</EvaluationEvent> 
</ServiceLeve!Objective> 

Figure 4 - Sample WSLA specification 

From the above analyses, we believe that interval data would be a more proper way to 

represent the QoS data. To enforce this concept in service selection, we use special type of 

interval data clustering algorithms to fmd similar clusters of services. From our survey of 

clustering algorithms, we comprehend that there is a trade off in effectiveness and quality of 

results when traditional clustering algorithms are used in the place of special interval data 

clustering algorithms to group interval vectors [53]. By using modified interval data clustering 

algorithms instead of traditional approaches, we also eliminate the need to standardize and 

further normalize the QoS data. Data standardization techniques result in loss of structure and 

information of the QoS attributes. The following section discusses the algorithms used for 

implementing our framework. 

3.2 Clustering QoS Data 

Firstly, based on the analyses made in the previous section we infer that the QoS data is 

of interval type rather than being a single valued number, as considered by present QoS based 
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selection methods. On a broader range, certain attributes are also of symbolic nature as 

discussed. 

Secondly, another important fact discussed throughout this thesis is the fundamental 

problem of the incorrect assumption made by current QoS-based service selectio~ methods. 

These methods oversee the reality that requestors might often lack or possess fuzzy knowledge 

about their quality requirements in terms of QoS attribute values. Hence, always coming up with 

the correct input queries is hard. Combining the above two points, we propose to use appropriate 

interval data clustering algorithms to group services based on their QoS data to provide 

summaries of quality information to requestors. Since both partitioning and hierarchical type 

clustering algorithms are popularly used for interval data, we compare them in our experiments 

to choose the most suitable type. A set of QoS vectors is given as the input to our clustering 

algorithms. Each vector includes a set of intervals corresponding to the values of p QoS 

attributes. Let QS = {Q1, Q2, •.. , QN} be a set of N QoS vectors described by p interval variables. 

Each QoS vector Q; (i = 1, 2, ... , N) is represented as ([qis,i, qle,i], [q2s,i, q2e,i], ... , [qps,i, qpe,i]) 

where q1s,i and q1e,i (j = 1, 2, ... , p) represent the start and end points of interval values for the /h 

QoS attribute of this quality vector. And [qJs,i, qJe,i] E I= {[ qs, qe] : qs, qe E R, qs < qe}. In this 

paper, we choose three QoS attributes to experiment and evaluate our method and so the value of 

p is 3. The following sections detail the interval data clustering algorithms used along with the 

interactive service selection technique. 

3.2.1 Dynamic Interval Data Clustering Algorithm 

Among the different partitioning algorithms available, we propose to choose the dynamic 

clustering algorithm, which is widely adopted and implemented in several clustering systems 

using interval data. The dynamic clustering algorithm iteratively relocates the vectors from the 
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clusters of a given data set to locally optimize the adequacy criterion given by the distance 

measures. The convergence of. the algorithm to a stationary value of an adequacy criterion is 

guaranteed by the optimal fit between the type of representation of the classes by prototypes and 

the allocation function given by the distance measure. The algorithm is also well known for its 

ability to globally optimize data using simulated annealing by rerunning the steps of clustering 

process using different initialization conditions [9, 11, 59]. 

According to the dynamic clustering algorithm, our method searches for a partition P = 

(C1, C2, ... , CK) of QS inK clusters and a set of cluster prototypes G = (G1, G2, ... , GK) which 

locally optimizes an adequacy criterion W(P, G). The partitioning criterion is defmed as 

K 

W(P, G) =I I D(CQi, Gk) (2) 
k=l CQiECk 

Where D(CQ;, G,J is a dissimilarity measure between a QoS vector CQ; e Ck and the 

cluster prototype Gk of Ck. 

From the different distance measures for defming D(CQ;, G,J we choose to use the two 

distance measures namely, city block [59] and Hausdorff [9] to calculate the dissimilarity 

between two QoS vectors. The city block distance is given by the sum of the differences between 

the upper and lower bounds of the intervals representing each of the QoS attributes present in the 

input quality vector, whereas the Hausdorff distance is given by the maximum value of the 

corresponding interval bounds between the two QoS vectors. 

The city block distance and the Hausdorff distance are given as, 

p 

DeB ( Qi, Qj) = I (lqhs,i - qhs,j I+ lqhe,i - qhe,j I) (3) 
. h=l 

p 

DH( Qi, Qj) = I maxi~qhs,i - qhs,j I, lqhe,i - qhe,j I) ( 4) 
h=l 
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Where, qs and qe refer to the upper and lower bounds of the QoS attribute intervals of the 

ith and /h quality vectors. Figure 5 shows the steps of the dynamic clustering algorithm. 

Let QN be the N number of QoS vectors to be clustered 

1. Choose (C1, C2, ... , Ck) partitions in pCt) of QN randomly II select K distinct vectors 

(G1, G2, ... , GK) in QN AND assign remaining i vectors in (i = 1, .. . N) around Gk in 

2. Fork= 1,2, ... , K; Gk* is given as ([gqls,k, gqle,k], ([gq2s,k, gq2e,k], ... , [gqps,k, gqpe,k]) 

where gqjs,k is the median of { cqjs,i, CQi E Ck} and gqje,k is the median of { cqje,i, CQi E 

Ck} (j = 1, 2, .. . ,p). 

3. Reassign QNinto (C1, C2, ... , Ck•) partitions for p(t) = min(W(P, Gk.)) 

4. Jfp(t+l) = p(t) then Stop. 

Figure 5 - Steps in the dynamic clustering algorithm 

The frrst step is for initializing the algorithm by either choosing random partitions in the 

given dataset or by choosing random input vectors as cluster prototypes. When the latter is 

chosen, the remaining vectors are clustered around these prototypes using the city block or 

Hausdorff distance equations. The second step provides representations for the cluster prototypes 

as median values of the upper and lower bounds of the interval vectors in the partition. The 

following step is for allocation of the remaining vectors around the cluster prototypes by 

optimally minimizing the adequacy function. The algorithm terminates on attaining a stable 

value for the adequacy function. 

While initializing with the frrst case of step 1, representation of each prototype changes 

when all the vectors have been assigned to the partitions. In the second, it is modified after the 

assignment of each vector to a new class Pi of the partition. In the above steps, the running time 
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of the algorithm can be controlled for the optimal fit of convergence by changing the number of 

runs and iterations of the frrst three steps in the algorithm. The algorithm also requires the users 

input in the form of parameter K, referring to the desired number of clusters in the result. 

On running the algorithm, the services are clustered according to their QoS attributes and 

the result K clusters are presented at the end. 

3.2.2 Hierarchical Interval Data Clustering Algorithm 

In the case of hierarchical clustering algorithms, the clusters formed are organized in a 

tree-like structure called a dendrogram. There are two types of hierarchical algorithms namely, 

agglomerative and divisive. The agglomerative hierarchical clustering is a bottom up approach to 

generating the dendrogram, where the algorithm is initialized with each input QoS vector in its 

own cluster. N, numbers of subsequent merge operations are performed to terminate the 

algorithm in a single cluster containing all the QoS vectors. There are three ways to merge the 

clusters at each level. The single-link clustering approach uses the shortest distance (difference 

between the interval limits) between any members each from the two clusters to be merged. The 

complete-link clustering method considers the longest distance between members of the two 

clusters, while the average-link clustering considers the average distance between the members 

of the two clusters [28]. The divisive algorithm on the contrary is a top down approach to 

constructing the result dendrogram [24]. We propose to use the agglomerative hierarchical 

clustering [23, 53] in our experiments. The dissimilarity measure between any two QoS vectors 

in QS = {Q1, Q2, ... , QN} and (h = 1,2, ... , p) is given by: 

DissA ( Qi, Qj) = L~=l (Dpos ( Qi, Qj) + Ds ( Qi, Qj) ) (5) 
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qhl,i = I qhs,i - qhe,i I (8) 

qhl,j = lqhs,j - qhe,j I (9) 

ls = I max( qhs,i - qhs,j) - min( qhe,i - qhe,j) I (10) 

The details of the agglomerative hierarchical clustering we used are shown in Figure 6. 

1. The algorithm is initialized by assigning each QoS vector in QS = {Q1, Q2, ... , 

QN} toN separate clusters Cn 

2. Merge two clusters Ci , Cj containing Qi, Qj in Cn for min(DissA ( Qi, Qj )) 

3. Compute single OR average OR complete link distance between newly merged 

and other old clusters. 

4. Repeat steps 2 and 3 until n( C) = 1 

Figure 6 - Basic steps of agglomerative hierarchical clustering algorithm 
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The results of hierarchical clustering process are in the form of quality vector trees. The 

desired number of clusters, K can be extracted from the results by cutting the K-1 longest links 

from the dendrogram. 

3.3 Interactive QoS Browsing for Service Selection 

This section details the remaining yet important step to our proposed methodology for 

QoS based service selection. We start by reiterating the problem in current QoS based service 

selection techniques. These algorithms require the requestor to provide their quality requirements 

in the form of input queries, which becomes difficult due to the lack of knowledge or vagueness 

in quality preferences of requestors and the dynamism of publisher provided QoS. Hence, it is 

possible that often the services returned by the system are either incomplete or incorrect due to 

improper keywords in input queries. 

In addressing this issue, we consider the concepts of searching and browsing under the 

domain of information seeking on the web. The theory suggests that searching is a better way for 

users who are looking for a particular information and are familiar with certain aspects of this 

information. On the other hand, when users do not have a clear idea about what they are looking 

for until the available options are presented, or if users do not know how to formulate a proper 

query due to the lack of knowledge on the vocabulary or the corpus, browsing is a better way. 

From the arguments and problem statement above, we are able to relate the users of the 

information seeking on the web interface with web service requestors. Based on this analogy, we 

propose an interactive QoS browsing mechanism, which could guide requestors in this selection 

process. Also, pure browsing is not feasible for a big collection such as the entire web, but for a 

smaller collection, it is an effective information seeking approach, which in fact is the case for 

our study that considers QoS based service selection from a smaller collection of functionally 
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similar services. Another valid point supporting the interactive aspect of our QoS browsing 

method is that QoS-based selection usually involves the decision-making on the trade-off among 

different QoS attributes. Using automatic decision-making algorithms to rank and select services 

based on QoS might end in adjustments made to quality attributes of significant importance to 

the requestor in contrary to the assumption of the system. For this purpose, it is more reasonable 

to include requestors in this process than doing it automatically for them. Thus interactive 

browsing helps in keeping the relevant context information, which is crucial to requestors. 

Having established the purpose of the browsing component of our proposed 

methodology, we progressed to consider the potential algorithms that can be used to aid in the 

browsing process. We · believe that the principle of clustering algorithms in grouping similar 

objects from a large collection into smaller meaningful groups is appropriate for summarizing 

the QoS data of web services. The clustered QoS summaries are then presented to the user. The 

interactivity with the user could be achieved through letting the user choose a few clusters of 

his/her interest, followed by re-clustering of the data in the selected clusters. To further 

effectively fme tune the clustering and browsing process, we use the results of the analysis made 

in section 3.2 by representing QoS attribute values as intervals and using special kind of interval 

data clustering algorithms to summarize them. 

The browsing framework of our algorithm is inspired by the Scatter/Gather system, used 

as a navigation tool in document searching frameworks [14]. However, there are some key 

differences between our framework and the Scatter/Gather system, which will be discussed 

following the discussion of the steps to our browsing algorithm. The interactive browsing 

algorithm is shown below in Figure 7. 
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1. Let N = Number of functionally similar services. 

2. Let QS = {Q1, Q2, ... , QN} be a set of N QoS vectors and p the number of QoS 

attributes in QSi for {i=1,2, .. . N). 

3. Input QS to the interval clustering algorithm. Present the clustering results of k 

clusters to requestors as i) Gk given by ([gqls,k, gqle,k], ([gq2s,k, gq2e,k], ... , [gqps,k, 

gqpe,k]) prototypes in (C1, C2, ... , Ck) clusters ii) n; the size of cluster Cj for(} = 1. .. , 

k) and iii) Interval [qmaxs,i, qmaxe, ;J for entire partition P(k) and (i = 1,2 .. . ,p). 

4. Input condn; condn- requestor's input 

5. While ( condn = yes) 

6. Request select(k*); k* is the requestor's selection from K clusters based on QoS 

attribute values. 

7. Repeat steps 3-4 for QS k* 

8. End browsing. 

Figure 7 - Interactive QoS Browsing Algorithm 

After carefully implementing both interval clustering algorithms given in section 3.2 for 

QoS data, we propose to choose the dynamic interval clustering algorithm in our interactive 

browsing process based on some preliminary experiment results. Above are the steps to our 

interactive browsing algorithm. As seen from the steps above, our algorithm starts with the 

supposition that a collection of similar services can be gathered by using algorithms that fmd all 

the web services satisfying the functional requirements of requestors. In addition, the QoS data 

for these services can be collected from the potential sources as indicated in the earlier sections. 

These QoS vectors are then given as the input to our algorithm, which applies the dynamic 
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interval type clustering algorithm. The algorithm groups similar service QoS vectors into K 

quality clusters of these services. The results of the cluster composition are presented to 

requestors along with the prototype for each cluster (given by the median of the upper and lower 

bounds of QoS vectors in the cluster), the size of the cluster, and the range of all QqS attribute 

values in the cluster given by intervals. With these clusters and their attached information, 

requestors could have an idea about how the QoS values are distributed within the set. 

Subsequently, based on requestors' QoS requirements, they could choose one or more clusters 

among these K groups. For instance, considering the quality attribute of reliability, response time 

and price, cluster 1 could be a collection of services having high reliability, low response time 

and high price values. While cluster 2 could have high reliability, medium response time and low 

price values for services. Now, the requestor could either choose cluster 1 if reliability and 

response time are more important to him over the price or choose cluster 2 if price is a deciding 

factor in his web service selection process. At this point, the requestors can both make their 

selection from the results and allow the algorithm to iteratively run the dynamic clustering to 

produce new service clusters and narrow down to the desired service using browsing. 

Alternatively, the requestors can using the QoS knowledge gained from the results of initial 

clustering or any level of clustering results, effectively continue with the search process by 

formulating a better QoS query. 

Considering the useful aspects of our proposed framework, we are faced with a problem 

of choosing the correct values for the parameters k and k* to our algorithm. There are a couple of 

possibilities available to handle this situation. We could a) Let requestors choose this value each 

time b) Fix it to a pre-defined number depending on the size of the dataset c) Or use standard 

statistical measurements to fmd an optimal value. After surveymg research works addressing this 
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issue for clustering, we propose to choose the third option above [25, 44]. The method tries to 

fmd the value for k that optimizes three different statistical indices listed below. 

C-H index: (B/(c-1))/(W/(n-c)) 

C-index: (V -Vmin)I(Vmax- Vmin) 

r-index: (r+ - r _ )l(r+ +F-) 

(12) 

(13) 

(14) 

In (12), n is the total number of QoS vectors, and c is the number of clusters in the 

partition of the data set. B and W denote the total between-cluster sum of squared distances 

(distance between cluster prototypes) and the total within-cluster sum of squared distances, 

respectively. 

In (13), Vis the sum of within-cluster pair-wise distance. Optimal K value is ftxed for the 

best minimal value 0 for C-index. This absolute minimum is attained when in a partition the 

biggest within-cluster dissimilarity is less than the smallest between-cluster dissimilarity. 

Equation (14) is the measure that compares the within-cluster and between-cluster pair­

wise distances. The comparison is consistent (r+) if within-cluster distance is strictly smaller 

than between-cluster distance and is inconsistent (r _) otherwise. The maximum value for the 

index indicates an optimal K value. 

The combination of a greater value for C-H index, a value closer or equal to 0 for C­

index and a value closer or equal to 1 for r-index corresponds to the optimal K value. We will 

discuss the remaining details of this method in chapter 4 of this work. 

3.3.1 Interactive QoS browsing vs. Scatter/Gather 

We complete discussing our proposed methodology by highlighting some key differences 

between our algorithm and the Scatter/ Gather system as mentioned earlier. Firstly, in 
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Scatter/Gather system, the item to be clustered is a document, and it is usually represented as a 

vector of term weights, which are numerical values. Whereas in our system, the clustering unit is 

a vector of service QoS values, and oftentimes, the QoS attribute is represented as symbolic data, 

or more commonly interval data. Secondly, the Scatter/Gather method uses partitioning 

clustering algorithm to form clusters, and in order to fmd seeds, they use two agglomerative 

hierarchical clustering algorithms: one is Buckshot, which is faster and used in the real-time 

clustering, and the other is Fractionation, which is more effective and used in initial offline 

clustering. In our system, we use the dynamic interval clustering algorithm in both the initial 

offline and the later iterative on-the-fly step. The seed points or cluster prototypes are chosen 

randomly. It is more efficient than using the hierarchical clustering algorithm to choose the seed 

points as in Scatter/Gather, at the same time the effectiveness is not sacrificed according to our 

experiment results. Thirdly, the number of seeds in Scatter/Gather is a randomly chosen small 

number, whereas in our system, an optimal K could be identified by optimizing some statistical 

indices [ 14, 15]. 

3.4 Chapter Summary 

The framework for a novel QoS based service selection algorithm was introduced in this 

chapter. The problem with current QoS based service selection frameworks is revisited with the 

help of a web services usage scenario in real time. The ideal case for representing QoS attribute 

values of services is identified as interval data type in contrary to the commonly used single 

valued numeric type. Following this, the idea of using clustering algorithms in the proposed 

interactive QoS browsing process is introduced. Based on these analyses, two popular interval 

data clustering algorithms were discussed along with the corresponding similarity and distance 

measure used in these algorithms. The concepts of searching and browsing in the information 
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seeking domain are discussed and compared. Linking the observations of this discussion with the 

service selection problem, an interactive QoS browsing algorithm for service selection was 

introduced. The steps of the interactive browsing algorithm are clearly outlined. Finishing this 

chapter, the proposed approach was compared to a popular system used in document clustering 

and selection frameworks. 
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CHAPTER4 

EXPERIMENTAL EVALUATION AND RESULTS 

4.1 Data Generation 

Before setting up the steps to our experiment, we searched through academic sources 

[ 43] of benchmark datasets, to fmd standard web services QoS data, to evaluate our proposed 

methodology. However, there are no popular datasets of this kind available in the best of our 

knowledge. For this reason, we use simulated datasets to conduct our experiments on. 

Prior to proceeding with the data simulation, we carried out two analysis steps. We 

referred to related research works based on QoS monitoring and collection that provide quality 

metrics data [ 49]. This data gives us a picture of the limits and ranges for QoS metric values of 

services in real applications. Conversely, this dataset does not contain quality information for 

functionally categorized services, but corresponds to a random collection of services. Hence, it is 

not suitable to directly use this data for testing our service selection approach. We also referred 

to publicly available information on web service pricing [2, 56]. In parallel to this step, we 

studied the distribution patterns of simulated datasets used by interval data clustering algorithms 

to test their efficiency and effectiveness [ 11, 59]. Based on the understanding and conclusion 

made by the above steps, we propose to simulate a set of datasets comprising the QoS vectors for 

services to be clustered. As mentioned in Chapter 3 of this thesis, we consider three popular QoS 

attributes for web services namely, reliability, response time and price. We believe that this 

combination covers a typical requirement for quality from requestors. Reliability is expressed as 

a percentage value (on scale of 100), response time is given in milliseconds (ms), and price is 

expressed in dollars ($). Another important factor considered during data simulation, is the 
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possible combination of the three QoS attributes at varied value levels (such as high, medium 

and low). For instance, one dataset might consist of QoS vectors with low reliability, high 

response time an~ low price, while another has vectors with high reliability, low response tiine 

and higher price. Considering all these factors, we proceed with the data generation step as 

explained in the following section . 

. Using the above simulation principles, we proceeded to generate a total of seventeen data 

sets, and each data set has three clusters. The steps to the interval type QoS vector simulation are 

twofold. We use MATLAB functions to generate N number of seed points for each dataset 

following a multivariate normal distribution with the independent components, using mean 

vectors (Jl) and covariance matrices (a) as shown below. 

(15) 

These seed points are then used to compute the interval vectors using the equation: 

The variables y1, y2 and y3 are values randomly drawn from predefmed intervals and a, b 

and c refer to the three attributes of the seed point vectors [9, 59]. The input parameters 

corresponding to the datasets generated are given in section 4.1.2. The SODAS package [57] is 

used to implement the clustering algorithms on the generated datasets. 
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4.1.1 Simulation Scenarios 

We use the four sets of predefmed intervals a-d given below while generating our 

simulated datasets: 

a: [1,4] [1,8] [1,8] 

b: [1,8] [1,16] [1,16] 

c: [1,12] [1,24] [1,24] 

d: [1,16] [1,32] [1,32] 

The following cases outline the distribution pattern of datasets with respect to the fashion 

in which they are generated. 

A. Separated clusters: 

Dataset 1: Distinct far-apart clusters generated with large difference in mean values and 

small variance using four sets of pre-defmed intervals a-d 

Dataset 2: Distinct closely placed clusters generated with small difference in mean values 

and medium variance using four sets of pre-defmed intervals a-d 

Dataset 3: Distinct closely placed clusters generated with small difference in mean values 

and large variance using four sets of pre-defmed intervals a-d 

Dataset 4: Distinct closely placed clusters generated with cluster. 1 having maximum 

variance along reliability, cluster 2 having maximum variance along time and cluster 3 having 

maximum variance along price has maximum variance value. Four sets ofpre-defmed intervals 

a-d are used 

B. Overlapping clusters: 

Dataset 5: All the clusters, overlapping across all three attributes generated with small 

difference in mean values and large variance using four sets of pre-defmed intervals a-d 
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Datasets 6: Two out of three clusters overlapping across all 3 attributes with very small 

difference in mean values and medium variance using four sets ofpre-defmed intervals a-d 

Dataset 7: All the clusters, overlapping across two attributes generated with very small 

difference in mean values and large variance using four sets of pre-defmed intervals a-d 

Dataset 8: All the clusters, overlapping across all three attributes generated with very 

small difference in mean values and large variance using one set of pre-defmed intervals a 

Dataset 9: All the clusters, overlapping across reliability and time attributes generated 

with very small difference in mean values and large variance using one set of pre-defmed 

intervals a 

Dataset 10: All the clusters, overlapping across time and price attributes generated with 

very small difference in mean values and large variance using one set of pre-defmed intervals a 

Dataset 11: All the clusters, overlapping across price and reliability attributes generated 

with very small difference in mean values and large variance using one set of pre-defmed 

intervals a 

(Note: The mean values are ftxed in Datasets 2 & 3 and variance values are fixed in 

Datasets 8-11 .) 

C. Separated clusters with random data: 

Datasets 12: Addition of random data vectors to datasets 1 

Datasets 13: - Addition of random data vectors to datasets 4 

D. Overlapping clusters with random data: 

Datasets 14: Addition of random data vectors to datasets 5 

Datasets 15: Addition of random data vectors to datasets 6 
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When we generate the datasets, we considered different combinations of the three 

attributes- reliability, response time, and price, such as "Medium reliability, low response time, 

and medium price", "High reliability, high response time, high price", "Low reliability, medium 

response time, and low price", etc. Here, high reliability refers to a large value for t~e reliability 

attribute (large= 91-100; medium= 76-90; small= 60-75) and vice versa. Low response time 

refers to large value for response time (large>= 700; medium= 301-699; small= 1-300) and 

vice versa. High price refers to a large value for the price (large >= 121; medium = 86-120; small 

= 1-300) attribute and vice versa. In addition, it is ensured that the interval limits for the attribute 

values fall within a valid number range. This is prepared following the earlier analyses made on 

QoS metrics data available from the web. From the discussed cases, we can observe that an 

number of datasets considering possible distribution patterns are generated with .distinct, highly 

distinct, overlapping, greatly overlapping, densely, sparsely distributed QoS data vect_?rs. 

4.1.2 Input Parameters 

In this section, we present the input parameters of three sample datasets selected from the 

list in the previous section. For the input parameters for all data sets, please refer to Appendix A. 

Table 1 -Input parameters for Dataset! with distinct clusters without random points 

Input parameters 

Data set 1: distinct 
Group 1 (#of points= 150): 

J.!I = 167, J.!2 = 1400, J.!3 = 220, cr1
2 = 0.25, al =9, a/ =4 

clusters (far apart) 
Group 2 (#of points= 200): 

Total# of points= 450 
J.!I = 186, J.!2 = 140, J.!3 = 300, cr1

2 = 0.5, cr2
2 =9, a/ =4 

Predefmed interval 

sets a-d 
Group 3 (#of points= 100): 

2 2 4 2 2 J.!I = 138, J.L2 = 690, J.!3 = 120, crt = 2, cr2 = , a3 = 
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Table 2 - Input parameters for Dataset5 with overlapping clusters without random points 

Input parameters 

Data set 5: overlapping Group 1(# of points= 100): 

clusters -al13 are 
2 . 2 2 

f.ll = 172, f.l2 = 1200, f.l3 = 220, 0"1 = 36, 0"2 =100, 0"3 =49 

overlapping Group 2(# of points= 100): 

Total# of points = 300 fli = 175, fl2 = 1207, f.l3 = 225, cr12 = 25, al =144, cr32 =64 

Predefmed interval Group 3(# of points= 100): 

sets a-d fli = 178, f.l2 = 1217, !13 = 223, cr12 = 16, al =196, al =36 

Table 3 -Input parameters for Dataset1 with distinct clusters with random points 

Input parameters 

Data set 12: distinct clusters 
Group 1 (#of points= 150): 

Ill= 167, !12 = 1400, !13 = 220, 0"12 = 0.25, 0"22 =9, 0"32 =4 
(far apart) with random points 

Group 2 (#of points= 200): 
Total# of points= 500 

fli = 186, fl2 = 140, f.l3 = 300, a/= 0.5, al =9, cr32 =4 

Group 3 (#of points= 100): 

fli = 138, f.l2 = 690, f.l3 = 120, cr12 = 2, al =4, al =2 

Random set 1 (50) for 

dataset 12 with pre-defmed [(66-93), (69-95)], [(63-702), (67-707)], [(40-152), (58-156)] 

interval set a 

Random set 2 (50) for 

dataset 12 with pre-defmed [(64-93), (68-97)], [(59-702), (67-710)], [(51-151), (60-160)] 

interval set b 

Random set 3 (50) for 

dataset 12 with pre-defmed 
[(60-93), (68-100)], [(56-703), (68-715)], [(45-152), (60-165)] 

interval set c 

Random set 4 (50) for 

dataset 12 with pre-defmed [(55-95), (65-100)], [(50-705), (65-725)], [(40-155), (55-170)] 

interval set d 
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4.2 Experiment Design 

There are two main purposes of the experiments conducted as part of this work, given as 

follows: 

• To study the effectiveness of the two clustering algorithms used in olir proposed 

framework 

• Evaluate the feasibility of our QoS based service selection framework 

The dynamic and hierarchical clustering algorithms are frrst implemented using the Sodas 

package [57]. The two algorithms are individually executed on simulated datasets for evaluation. 

The city block and Hausdorff distance measures given by equations (3) and (4) are used 

separately for initializing the dynamic clustering algorithms twice for each dataset. Every run of 

the dynamic clustering algorithms is initialized with input values k, 50, and 50, which correspond 

to the desired number of clusters generated, number of runs, and the number of iteration 

parameters of the algorithm. The number of runs parameter is used to control the number of 

times the algorithms is executed until it fmds an optimal solution for the given dataset. The 

number of iterations parameter is used to prevent the algorithm from getting into an endless loop 

on repeating to fmd an optimal solution. All the datasets are tested for the dynamic clustering 

algorithms. 

The hierarchical clustering algorithm is executed by frrst computing the dissimilarity 

measure given by equation (5) between all the QoS vectors in each dataset. Following this, the 

single link, complete link and average link measure are used separately to build the 

corresponding result dendrograms for four representative datasets. 

The observations and inference made by evaluating the results of the two clustering 

algorithms are used to pick one clustering algorithm that would be used to implement the 
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interactive QoS browsing method, supplemented with the optimal k fmding method. This step of 

the experiment is discussed in Section 4.4. 

4.3 Evaluation 

In this section, we discuss the steps and methods used to evaluate the results of the two 

clustering algorithms along with results of the optimal k fmding method for dynamic clustering 

algorithm. 

4.3.1 Proof of effectiveness of clustering algorithms 

The results of clustering for any two algorithms can be compared and evaluated 

statistically using external and internal criteria and alternatively using relative criteria [21]. In 

this paper, we statistically assess the quality of the clustering algorithms using the Corrected rand 

index (CR) given by (17). 

It is an external measure because it compares the clusters produced in an a priori 

classification with the results of the clustering algorithm or compares the results of two separate 

clustering algorithms using the same steps of calculation. The a priori classification in our case 

refers to the partition in the seed points data generated, which equals k=3 for our algorithms [27, 

69]. 

(17) 

Let U = {u1, u2, .. ur} and V ={v1,v2, ... vk} represent the set of clusters produced by the a 

priori classification and clustering algorithm respectively. Let O<i<k and O<j<r, then niJ represent 

the number of vectors that fall under the same cluster in both U and V, ni represents the number 
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of vectors under clusters V and n1 the number of vectors under clusters U. N represents the total 

number of vectors in the data set. 

The CR index is a good choice of assessment because it is insensitive to the number of 

clusters in a given partition and to the distribution of the data vectors within a cluster .. The index 

value ranges from [ -1,1 ], with values closer to 1 indicating the correctness of the clustering 

algorithm results and values closer to -1 indicating a lower level of agreement between the 

results of clustering and prior classification. The index values are also used to compare and 

choose the ideal distance measure of similarity for the dynamic clustering algorithms. In the case 

of hierarchical agglomerative clustering, it is used to identify the most suitable link clustering 

method from the three experimented types. We also use them to compare the results of the 

dynamic and hierarchical clustering algorithms on our simulated datasets for choosing the 

algorithm for our browsing step. 

4.3.2 Finding optimal K 

We also tested the feasibility of using the optimal K fmding method with our QoS 

datasets to help users fix this input parameter value for the dynamic clustering algorithm. Based 

on the results of applying the method, the optimal K value found is always 3, which matches 

with the actual value for our a priori partition. Therefore, we verify the viability of using this 

method to fmd optimal K during the interactive QoS browsing process. Here we use the data set 

2 corresponding to a dataset with distinct service clusters and dataset 5 representing overlapping 

clusters, to show the steps to find optimal K. 

In order to fmd the optimal K, we measure the three statistical indices given by equations 

(12-14) when 0 < K < 11, for datasets 2 and 5 and the corresponding results are shown in Table 4 

and 5. The ideal case is to fmd a K value which is consistently the best for all three indices. On 
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the event of a conflict for the best value of K for different indices, we try to fmd the 

corresponding K which performs the best for two indices, or the next optimal option is a K which 

has a more obvious advantage on one index than the other two. As seen in Table 4, we could 

achieve the best performance on all three indices when K equals to 3. So we directly ftx the 

optimal value of K to 3 for dataset 2 . 

Table 4- C-H index, C-index and r -index for different K values for data set 2 

K C-H index C-index r-index 

10 190.02486 0.02491 0.86263 

9 207.87110 0.02218 0.88733 

8 228.79019 0.02338 0.88668 

7 244.57205 0.02643 0.88775 

6 277.00010 0.01665 0.95142 

5 323.72426 0.01775 0.95273 

4 369.84917 0.02136 0.95519 

3 490.17645 0.01465 0.96936 

2 323.73771 0.08659 0.89706 

In Table 5, when K equals 3, it performs the best for C-H index and r -index although it is 

not the best for C-index. In this situation, we can still ftx the optimal value to 3 for dataset 5 

according to the earlier mentioned rules. Thus, we observe that, the K ftxing method is suitable 

for datasets with both distinct and overlapping clusters that typically represent the possible 

distribution·patterns of data. 
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Table 5- C-H index, C-index and r-index for different Kvalues for data set 5 

K C-H index C-index r-index 

10 149.60961 0.03070 0.83570 

9 162.67945 0.03016 0.86421 

8 176.85918 0.03172 0.87391 

7 197.98333 0.02987 0.89173 

6 219.33315 0.03287 0.88491 

5 245.63578 0.03942 0.88619 

4 276.81127 0.04016 0.88887 

3 358.48577 0.03638 0.91364 

2 339.90349 0.09023 0.83824 

4.3.3 Analysis and discussion 

The scheme of our experimental evaluation step is to analyse a list of items before 

selecting the appropriate clustering algorithms for our interactive QoS browsing process. The list 

of items includes, the evaluation of similarity and distance measures to be used, comparing the 

performance of the clustering algorithms and cover the possible patterns in QoS data distribution 

while running the experiments on simulated datasets. We decided to experiment with and use the 

dynamic partitioning type and hierarchical clustering algorithms in this step for the following 

reasons: These algorithms are considered as two classical algorithms in the domain of data 

clustering which form the basis of several other clustering approaches. They have been widely 

applied in different domains for performing cluster analysis and duly evaluated for various 

properties including efficiency and effectiveness. The next reason being, these algorithms are 

widely implemented for clustering systems dealing with symbolic data including interval type 

and found successful. In addition, from the results of our experiments we believe that these 

algorithms are effective in handling QoS type interval data. 
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We frrst compare the performance of the dynamic clustering algorithm for distinct 

clusters when using city block and Hausdorff distance measures respectively. As seen in Table 6 

and 7 the CR index of the clustering results using the two distance measures are represented for 

the distinct and overlapping cluster datasets. The tables list the CR index values for the dynamic 

clustering algorithm with K set to 3. 

Table 6 - CR index: Comparing city block vs. Hausdorff similarity for distinct clusters 

Predefmed intervals Data set 2 

y1,y2,y3 City block Hausdorff 

[1,4] [1,8] [1,8] 1.0000 1.0000 

[1,8] [1,16] [1,16] 0.9900 0.9900 

[1' 12] [1,24] [1 ,24] 0.9900 0.9900 

[1,16] [1,32] [1,32] 0.9800 1.0000 

Table 7 - CR index: Comparing city block vs. Hausdorff similarity for overlapping clusters 

Predefmed intervals Data set 5 

y1,y2,y3 City block Hausdorff 

[1,4] [1,8] [1,8] 0.1392 0.1519 

[1,8] [1,16] [1,16] 0.1156 0.1194 

[1,12] [1,24] [1,24] 0.1185 0.0819 

[1,16] [1,32] [1,32] 0.0930 0.0850 

From the above two tables, it can be observed that the Hausdorff distance yields better 

results for distinct clusters, and overlapping clusters when predefmed interval values are small. 

For overlapping clusters generated using very large intervals, the city block measure yields 

slightly better performance. We could get the similar conclusion on other datasets: Hausdorff 

distance measure constantly performs better than city-block for distinct clusters, whereas when 
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the degree of overlapping between clusters is getting bigger, there is no obvious winner between 

the two measurements. We proceed to choose the Hausdorff distance measure to run the 

algorithm and present the results that follow. 

In addition, when clusters are well separated, as in Table 6, we could achieve .a very high 

CR index value. On the other hand, when there is a certain level of overlap due to the widened 

intervals, the CR index value decreases in number as in Table 7. 

The next step is to compare the effectiveness of the dynamic clustering algorithm for 

various patterns of data distribution. The ftrst condition is to compare the results for far-apart 

distinct clusters with closely placed distinct clusters. 

Table 8 - CR index: Comparing far apart distinct vs. closely distinct clusters 

Predefmed intervals Data set 1 Data set 2 

y1,y2,y3 Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 1.0000 1.0000 

[1,8] [1,16] [1,16] 1.0000 0.9900 

[1,12] [1,24] [1,24] 1.0000 0.9900 

[1,16] [1,32] [1,32] 1.0000 1.0000 

In Table 8 above, we observe that for the far-apart distinct clusters, the values are 

maximum indicating the correctness level of the clustering results to be perfect. While with 

increasing variance and deceasing distance of separation between clusters, the CR index value is 

slightly less than the maximum value but still indicates very good performance levels. 

For our next step, we further break down the closely distinct clusters dataset into three 

other types using different variance settings. We calculate the CR index values for the dynamic 

clustering algorithm on the respective datasets. 
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As seen in Table 9, the performance of the dynamic clustering algorithms remains 

effective with a CR index value equal to or closer to the desired value of 1 for alternate data 

distribution patterns following a multitude of variance settings. 

Table 9- CR index: Comparing performance for datasets with multiple variance settings 

Predefmed intervals Data set 2 Data set 3 Data set 4 

y1,y2,y3 Hausdorff Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 1.0000 0.970 0.9899 

[1,8] [1,16] [1,16] 0.9900 0.980 0.9701 

[1,12] [1,24] [1,24] 0.9900 0.980 0.9800 

[1,16] [1,32] [1,32] 1.0000 0.932 0.9799 

Subsequently, we compare the performance for datasets with well separated clusters 

against datasets overlapping across all 3 attributes for all 3 clusters of the dataset. 

Table 10 - CR index: Comparing separated V s overlapping clusters 

Predefmed intervals Data set 1 Data set 5 

y1,y2,y3 Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 1.0000 0.1519 

[1,8] [1,16] [1,16] 1.0000 0.1194 

[1' 12] [1,24] [1 ,24] 1.0000 0.0819 

[1,16] [1,32] [1,32] 1.0000 0.0850 

As seen in Table 10 the dynamic clustering algorithms yields the perfect performance for 

well separated clusters and yields slightly worse performance for overlapping clusters. 

We now compare the effectiveness of the dynamic clustering algorithm for datasets with 

overlapping clusters following different trends in the way the clusters overlap. We consider 
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datasets that overlap across all 3 clusters, 2 out of 3 clusters, across all 3 attributes for all 3 

clusters and for 3 different combinations across any two attributes of all 3 clusters. 

Table 11 - CR index: Comparing overlapping clusters 

Predefmed intervals Data set 5 Data set 6 Data set 7 

y1,y2,y3 Hausdorff Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 0.1519 0.7593 0.8491 

[1,8] [1,16] [1,16] 0.1194 0.7390 0.8409 

[1' 12] [ 1 ,24] [1 ,24] 0.0819 0.5287 0.8761 

[1,16] [1,32] [1,32] 0.0850 0.4806 0.7716 

Table 12- CR index: Comparing overlapping clusters 

Predefmed intervals Data set 8 Data set 9 Data set 10 Data set 11 

y1,y2,y3 Hausdorff Hausdorff Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 0.7758 0.9217 0.9407 0.9701 

It is quite evident from the Table 11 and 12 above that, when the degree of overlap is 

increasing, CR index value is decreasing. The low CR index value does not mean the clustering 

quality is poor; it is only an indication that the results do not match with the prior classification, 

which is very likely to happen for overlapping part. Within the same data set, when predefmed 

intervals are becoming wider, the degree of overlapping is higher. Thus, we observed that the 

dynamic clustering algorithm is effective for both distinct and overlapping cluster combinations. 

Now that we have evaluated the dynamic clustering algorithm for a good set of simulated 

datasets, representing different data distribution patterns that are possible, we try to test with 

modified datasets that are closer to the real data. For this purpose, we use selected datasets 

discussed above and add random points to these dataset. This way we not only consider datasets 
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with vectors falling under well-defmed boundaries, but regard widely spread data. We believe 

that this form of representation is closer to data in real applications. 

Tables 13-16 below show that even with the addition of random points to the dataset, the 

values for the CR indexes are still above 0 indicating better performance for a range of [ -1, 1] of 

the CR index value. Although the CR index for datasets with random points might be lower, it is 

still in an acceptable level. 

Table 13- CR index: Comparing distinct far apart clusters with and w/o random points 

Predefmed intervals Data set 1 Data set 12 

y1,y2,y3 Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 1.0000 1.0000 

[1,8] [1,16] [1,16] 1.0000 1.0000 

[1,12] [1,24] [1,24] 1.0000 1.0000 

[1,16] [1,32] [1,32] - 1.0000 1.0000 

Table 14- CR index: Comparing closely distinct clusters with and w/o random points 

Predefmed intervals Data set 2 Data set 13 

y1,y2,y3 Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 1.0000 1.0000 

[1,8] [1,16] [1,16] 0.9900 1.0000 

[1,12] [1,24] [1,24] 0.9900 1.0000 

[1,16] [1,32] [1,32] 1.0000 1.0000 

Table 15- CR index: Comparing 3 ~verlapping clusters dataset with and w/o random points 
J 

Predefmed intervals Data set 5 Data set 14 

y1,y2,y3 Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 0.1519 0.1382 

[1,8] [1,16] [1,16] 0.1194 0.1124 

[1,12] [1,24] [1,24] 0.0819 0.0750 

[1,16] [1,32] [1,32] 0.0850 0.0735 
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Table 16- CR index: Comparing 2 overlapping clusters dataset with and w/o random points 

Predefmed intervals Data set 6 Data set 15 

y1,y2,y3 Hausdorff Hausdorff 

[1,4] [1,8] [1,8] 0.7593 0.3018 

[1,8] [1,16] [1,16] 0.7390 0.3018 

[1,12] [1,24] [1,24] 0.5287 0.3018 

[1,16] [1,32] [1,32] 0.4806 0.3018 

After we fmish the experiment on the dynamic clustering algorithms, we move on to the 

hierarchical algorithms. The next step is to select the appropriate linkage method for running the 

hierarchical clustering algorithm in our future tests. We also compare the performance of the 

dynamic algorithm with the hierarchical clustering algorithms for datasets 1, 2, 5 and 6. The 

table below provides the CR index values for the hierarchical clustering algorithm using the three 

different linkage methods. 

Table 17 - CR index for hierarchical clustering comparing 3 linkage methods 

Data set Single link Average link Complete link 

1 -0.0029 0.0015 0.0018 

2 -0.00002 0.0036 0.0144 

5 0.000044 0.000691 0.000368 

6 -0.0028 0.0137 0.1040 
. 

From the results in Table 17, we could see that the complete link method yields the 

highest CR index values for data set 1, 2 and 6, while for data set 5, the average link method 

performs the best. If we compare the results from the dynamic clustering algorithm with those 

from the hierarchical clustering algorithm on the same data sets, we fmd that dynamic clustering 

consistently achieves a much better result. We also compare the average run time of the two 

61 



algorithms using all the distance and link measures as given by the table below. We see that the 

dynamic clustering algorithm is the most efficient in terms of its run time as given by the values 

in Table 18 below. 

Table 18 - Average run time of dynamic and hierarchical algorithms 

Methods 
Average run time (sec) for dataset with 

at least 300 input vectors 

Dynamic clustering without optimal k method 5 

Dynamic clustering with optimal k for k=5 
33 

method 

Hierarchical- Single link 526 

Hierarchical- Average link 405 

Hierarchical- Complete link 732 

Although in the context of information retrieval, many document clustering systems use 

hierarchical algorithms due to their effectiveness, for the QoS-based clustering, we prefer the 

dynamic clustering algorithm over the hierarchical algorithm for three reasons. Firstly, in the 

case of document clustering systems, the data set usually comprises of a large number of 

documents to be clustered, hence it is harder to set a proper K value and fmd proper initial seed 

points for partitioning algorithms. As a result, the performance of partitioning algorithms may 

not be as good as the hierarchical algorithms. However, in our case, the data set of service QoS 

vectors is much smaller as they are already filtered from a larger set of published services based 

on their functionalities. Hence, partitioning algorithms perform much better. Secondly, it is 

desirable to have flat clusters that distinctly group QoS vectors in comparison to a hierarchy that 

allows a single service to be grouped under multiple clusters. The latter case usually poses an 

added level of cognitive overload for users to understand QoS distribution patterns. Whereas 
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grouping documents into a hierarchy is desirable because it matches with the natural hierarchical 

relationships between different subjects or concepts. Thirdly, from our experiment, we note that 

dynamic clustering algorithm has minimum run time of 5000 milliseconds, while the best 

average run time for all hierarchical methods is not less than 250,000 millisecop.ds. Hence, 

efficiency wise the dynamic clustering algorithm is a better choice. Moreover, efficiency of the 

algorithm is highly desirable in the browsing step of our proposed framework, to improve the 

interactive capability of the system. Based on the above inferences we select the dynamic 

clustering algorithm using the Hausdorff distance measure to implement our interactive QoS 

browsing process. 

4.4 Illustrating the Interactive QoS Browsing Process 

To evaluate our proposed framework for sele~tion, we conducted our experiments on two 

new datasets. The datasets used possess the following characteristics that differentiate it from the 

earlier datasets used for evaluating the clustering algorithms and the distance measures . 

Data set 16: 

• Total number of clusters equals three. Cluster 1 1s further composed of three 

closely distributed regions of QoS vectors. 

• The distribution patterns for the QoS attributes are shown below: 

Cluster 1: High reliability, low response time, and low price 

Cluster 2: Medium reliability, high response time, and medium price 

Cluster 3: Low reliability, low response time, and high price 

Data set 17: 

• Total number of clusters equals three. Each of the three clusters is composed of 

three closely distributed regions of QoS vectors. 
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• The distribution patterns for the QoS attributes are shown below: 

Cluster 1: Medium reliability, high response time, and low price 

Cluster 2: High reliability, high response time, and medium price 

Cluster 3: Low reliability, high response time, and high price 

• In addition we add random points within and around the three clusters 

We can note from the above listed points that the properties of the simulated datasets 

have been carefully chosen to possibly mimic the typical scenario of services distributed in 

registries and other sources, based on QoS. The first dataset shows a set of functionally similar 

services that are also similar to a certain degree in their QoS attribute values. In the second 

dataset, by adding random points, we show that not all functionally similar services are required 

to have quality attribute values falling in a closer range. We believe that this type of 

representation is ideal in real world scenarios. The experiment results are intended to show that 

the interactive browsing through services based on QoS is rational and effective in selecting 

servi~es. The browsing approach does not require the user to face dilemmas in specifying his 

non-functional requirements as input queries for service search. On the other hand, the proposed 

technique aids the requestor in continuing with a more accurate searching process by using the 

results of his browsing process as deemed necessary. 

Before we proceed with the example illustrations, we quickly review the suggested 

methodology of this work with the help of a simple flow diagram given by Figure 8. 
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Figure 8- Flow diagram for interactive QoS browsing 

Table 19 shows the distribution parameters for generating datasets 16. We frrst illustrate 

the frrst level of the browsing process using dataset 16. 
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Table 19 - Distribution parameters for generating Dataset 16 

Dataset 16 Input parameters 

1: Jll = 186, Jl2 = 1644, Jl3 = 130, cr1 2 = 0. 5, cr22 =25, cr/ =4 

Cluster 1 (150 points) 
2: Jl1= 194, Jl2 = 1690, Jl3 = 150, cr12 = 0.25, al =16, crl =9 

2 2 6 2 3: Jll = 198, Jl2 = 1730, Jl3 = 170, cr1 = 0.25, cr2 =1 , cr3 =9 

Cluster 2 (100 points) 1: Jll = 172, Jl2 = 175, Jl3 = 224, cr12 = 6, al =25, cr32 =12 

Cluster 3 (100 points) 1: Jll = 130, Jl2 = 1896, Jl3 = 306, cr12 = 8, cr22 =700, crl =16 

Pre-defmed intervals Y1 = [1, 2], Y2 = [40, 50] and "(3 = [9, 10] 

The method to fmd the optimal value of K for 1 <K< 6, is also used prior to clustering as 

shown in Table 20. The value of K is ftxed to 3 and accordingly the results are displayed to 

requestors in the form of three service QoS clusters. 

Table 20- C-H index, C-index and r-index for different K values for Dataset 16 

K C-H index C-index r-index 

5 609695.91140 0.00001 0.94352 

4 722964.45236 -0.00000 1.00000 

3 252551.07373 0.00002 0.98767 

2 139343.85255 0.00000 1.00000 

For ·the dataset 16, the clustering algorithm is run once to present the users with the 

results. They are in the form of cluster size, the prototype- [gq1s,k, gqle,k], ([gq2s,k, gq2e,k], [gq3s,k, 

gq3e,k]) (1 for reliability, 2 for response time and 3 for price, and k is from 1 to 6), the value range 

for each QoS attribute ([min-reliability, max-reliability] [min-time, max-time] [min-price, max-
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price]), and the composition of the clusters corresponding to the input. The results are given in 

Table 21. 

Table 21 - The result clusters for Dataset 16 

Size Prototype Value range Cluster composition 

[85.29,86. 78] [[83,89],[84,91 ]], 

1 100 [64.325, 1 09.865] [[57,71],[102,116]], 100 from cluster 2 

[107.23,116.75] [[103,112],[112,121]] 

[96.215,97.755] [[91 ,98],[93, 1 00]], 

2 150 [822.25,867 .1] [[794,847],[837,894]], 150 from cluster 1 

[70.225, 79. 785] [[ 58,83],[ 68,93 ]] 

[64.325,65.875] [[ 60,68],[ 62,69]], 

3 100 [922.605,968.515] [[887,952],[932,996]], 100 from cluster 3 

[148.2, 157.67] [[143, 153],[153, 162]] 

In Table 21, the names cluster 1, 2 and 3 correspond to the input clusters in the a priori 

classification. From the result clusters, the requestors can observe that cluster 1 is more desirable 

with respect to time, while cluster 2 would be chosen with respect to both reliability and price 

and cluster 3 is the least attractive choice in comparison. In addition, we can say that the 

algorithm is effective in summarizing the QoS information to requestors in the form of coarsely 

grained service clusters. 

We proceed to demonstrate an advanced run of the interactive QoS browsing using 

dataset 17. Figure 9 shows the 3D representation of dataset 17. Table 22 gives the various 

distribution parameters and the min-max value ranges for generating random points in the order 

of reliability, response time and price for dataset 17. 
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Figure 9 - 3D representation for Dataset 17 
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Table 22 - Input parameters for Dataset 17 

Input parameters 

1: f.l1 = 154, f.l2 = 212, f.l3 = 188, cr12 = 0.45, cr/ =6.5, a/ =3 
Cluster 1 

2: f.l1 = 157, f.l2 = 213, f.l3 = 189, cr12 = 0.45, cr/ =7.25, crl =5 
(150 points) 

3: J,!1 = 155, f.l2 = 220, f.l3 = 190, cr12 = 0.65, cr/ =10, crl =4 

Y1 = [0.5, 1], Y2 = [1, 2] and Y3 = [1, 5] 

1: f.l1 = 165, J,!2 = 420, f.l3 = 160, cr12 = 2.5, cr/' =6, cr3:z =1.75 

Cluster 2 2: J.i1 = 178, f.l2 = 435, f.l3 = 162, 0"12 = 2.98, cr22 =3, 0"32 =1.5 

(140 points) 3: J,!1 = 186, f.l2 = 420, f.l3 = 161, cr12 = 1.95, cr/ =6, crl =1.5 

Y1 = [0, 1], Y2 = [1, 2] and Y3 = [2, 3] 

1: f.l1 = 191, J,!2 = 250, J.i3 = 240, cr1:z = 0.65, a/ =6, a/ =3 

Cluster 3 2: J.L1 = 195, f.l2 = 251, f.l3 = 241, cr12 = 0.95, cr/ =8, cr/ =3 

(150 points) 3: J.i1 = 192, J,!2 = 248, f.l3 = 261, a12 = 0.5, cr/ =6, crl =5 

Y1 = [0, 1], Y2 = [3, 7] and Y3 = [5, 10] 

Random set 1 (50) [(74-80), (75-81)], [(100-113), (102-114)], [(89-95), (93-99)] 

Random set 2 (50) [(80-91), (89-100)], [(197-224), (205-225)], [(69-83), (78-91)] 

Random set 3 (40) [(88-96), (97-105)], [(111-132), (118-136)], [(114-127), (124-138)] 

Random set 4 (1 00) [(69-104), (82-116)], [(94-185), (120-210)], [(47-114), (59-127)] 

We start by entering the whole data set as input to the dynamic clustering algorithm. In 

order to fmd the optimal K, using the method that fmds the three statistical indices when O<K < 9, 

and the result is shown in Table 23. 
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In the event of conflict for the best value of Kin terms of the values of2 or more indices, 

we will follow the steps discussed in section 4.4.2 to ftx K. Following this principle, we choose 

optimal K as 6 because it is the best for C-index and r-index, although it is not the best for C-H 

index. 

Table 23 - C-H index, C-index and r -index for different K values in the frrst round 

K C-H index C-index r-index 

9 804.96862 0.01479 0.95104 

8 910.78817 0.01091 0.94830 

7 743.93457 0.02902 0.93490 

6 1182.20291 0.00525 0.96293 

5 1144.69582 0.01144 0.95409 

4 1274.30594 0.02241 0.94014 

3 1068.44013 0.08229 0.81188 

2 1407.47450 0.04466 0.93666 

After we set K as 6, we do the frrst iteration of clustering. Table 24 shows the clustering 

result in the frrst level. For each cluster, we present the results in the same fashion as for dataset 

16. From this table, we could see that all 3 clusters in the original data set have been correctly 

identified, and the random data is clustered into different groups based on their values. 
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Table 24- The frrst level clusters with K=6 

Size Prototype Value range Cluster composition 

[95.75, 96.44], [[95, 97], [96, 97]], 50 from sub-cluster 3 

1 69 [122.21' 125.8], [[119, 125], [122, 128]], of cluster 3, and 19 

[125.98, 134.35] [[124, 129], [132, 137]] from random set 3 

[88.66, 89.34], [[80, 94 ], [80, 95]], 140 from cluster 2, 50 

2 191 [210.55, 212.16], [[207, 213], [208, 215]], from random set 2, and 

[79.27, 81.88] [[77, 81], [80, 84]] 1 from random set 4 

[84.52, 1 00.65], [[69, 104], [82, 116]], 

3 51 [156.39, 174.20], [[94, 185], [ 120, 21 0]], 51 from random set 4 

[84.19, 85.18] [[ 47' 114], [59, 127]] 

100 from sub-cluster 1 
[96.02, 96.64], [[88, 96], [97, 104]], 

and 2 of cluster 3, 21 
4 130 [123.60, 126.84], [[111, 131], [118, 135]], 

from random set 3, 9 
[116.04, 124.40] [[114, 126], [125, 137]] 

from random set 4 

[82.36, 99.48], [[69, 104], [82, 116]], 

5 33 [113.65, 175.93], [[94, 185], [120, 210]], 33 from random set 4 

[84.00, 97 .28] [[47, 114], [59, 127]] 

[77.29, 78.06], [[75, 79], [76, 80]], 150 from cluster 1, 50 

6 206 [106.35, 107.98], [[102, 113], [103, 114]], from random set 1, 6 

[92.82, 95.89] [[89, 96], [92, 99]] from random set 4 
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Suppose by checking these clusters, a requestor selects cluster 2 and 4 based on price and 

reliability. Then we will do there-clustering on these selected QoS vectors. Again, we need to 

fm~ optimal K for this level. Table 25 shows the results for the 3 indices. 

Table 25 - C-H index, C-index and r -index for different K values in the second round 

K C-H index C-index r-index 

9 1363.27418 0.01314 0.86488 

8 1475.31765 0.01150 0.87493 

7 1819.30277 0.00856 0.82631 

6 1945.48732 0.01556 0.81564 

5 2090.66573 0.01459 0.78485 

4 2615.39297 0.01775 0.78276 

3 3763.48829 0.01364 0.85353 

2 6961 .86844 0.00002 1.00000 

From Table 25, we could see that the optimal choice is K=2. But since we have 2 clusters 

already and we want to zoom in to see more details about these two clusters, we would choose 

the secon.d optimal choice instead, which is K=3. 
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Now we set K as 3 and do the second iteration of clustering. Table 26 shows the 

clustering result in the second level. We could see that sub-clusters have been successfully 

identified. If we choose cluster 2 and continue the process, we could get results ~s shown in 

Table 27. 

Table 26- The second level clusters with K=3 

Size Prototype Value range Cluster composition 

40 from sub-cluster 1 
[82.65, 83.13], [[80, 85], [80, 86]], 

of cluster 2, 3 from 
1 44 [209.00, 210.58], [[207, 212], [209, 214]], 

random set 2, and 1 
[78.61, 81.13] [[77, 81], [80, 83]] 

from random set 4 

100 from sub-cluster 

[96.02, 96.64], [[88, 96], [97, 1 04]], 1 and 2 of cluster 3, 

2 130 [123.60, 126.84], [[111, 131], [118, 135]], 21 from random set 3, 

[116.04, 124.40] [[114, 126], [125, 137]] and 9 from random 

set 4 

100 from sub-cluster 
[89.50, 90.22], [[80, 94], [80, 95]], 

2 and 3 of cluster 2, 

3 147 [211.26, 212.87], [[207, 213], [208, 215]], 
and 4 7 from random 

[79.51, 82.16] [[77' 81 ], [80, 84]] 
set 2 
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Table 27- The third level clusters with K=4 

Size Prototype Value range Cluster composition 

50 from sub-cluster 1 of 
[82.65, 83.13], [[94, 96], [95, 97]], 

cluster 3, 1 from sub-cluster 
1 52 [209.00, 210.58], [[121, 127], [124, 130]], 

2 of cluster 3, and 1 from 
[78.61, 81.13] [[113, 117], [121, 126]] 

random set 4 

[96.02, 96.64], [[88, 96], [97, 1 05]], 

2 20 [123.60, 126.84], [[111, 132], [118, 136]], 20 from random set 3 

[116.04, 124.40] [[114, 127], [124, 138]] 

[89.50, 90.22], [[69, 104], [82, 116]], 

3 6 [211.26, 212.87], [[94, 185], [120, 210]], 6 from random set 4 

[79.51, 82.16] [[47, 114], [59, 127]] 

[89.50, 90.22], [[96, 98], [97, 99]], 49 from sub-cluster 2 of 

4 52 [211.26, 212.87], [[121, 128], [123, 130]], cluster 3, 1 from random set 

[79.51, 82.16] [[114, 119], [122, 128]] 3, and 2 from random set 4 
I 

By running through the steps of our QoS based selection framework, we observe that the 

browsing process helps the requestors gain a fmer view of the QoS distribution for services with 

every iteration of the clustering algorithm. It allows them to zoom in to their desired services 

with an improved degree of confidence about the quality of service they are being served. In the 

above illustration, each time we try to find the optimal K frrst, and then do the clustering. 

Alternatively, requestors could specify a ftxed K value, skip the step of fmding optimal K and 
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make the process faster. It is the requestor's decision about how to balance between the accuracy 

and the efficiency. 

Clustering algorithms might not work well for a tightly formed cluster in which all data 

points are very close to each other, and in this case, the cluster will be randomly pa~itioned into 

a few highly overlapping groups. When this kind of clustering result is presented to the 

requestor, it does not help much to understand the dataset better. In this kind of situation, our 

proposed browsing method could not help the service selection process, and we might need to 

consider some other mechanisms. 

4.5 Chapter Summary 

In this chapter, we present the experiments conducted to test our proposed framework for 

service selection with the interactive browsing component. Since there are no benchmark 

datasets available for web services QoS data, we used simulated datasets in our experiments. Our 

simulated datasets are generated following the value ranges we observed from the real QoS data. 

Detailed explanations of the steps to dataset simulation were provided along with various 

scenarios used. The procedures to compare and evaluate the clustering algorithms are outlined 

along with reasonable conclusions made in selecting the clustering algorithm. The main steps to 

the QoS browsing process are illustrated with the help of sound examples. Additionally, an 

optimal K fmding method was used in connection to ftx one of the input parameters for the 

dynamic clustering algorithm. 
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CHAPTERS 

CONCLUSION 

5.1 Summary and Results 

The thesis presents a unique and interactive QoS browsing framework for web service 

selection, motivated by the fmdings from an extensive review of frameworks and models for 

QoS based service selection. 

The importance of the functional and non-functional (e.g. QoS) requirements for users 

assessing a service are pointed out. A QoS-based clustering mechanism to group functionally 

similar services together, showing how the quality attribute values are distributed within the 

service collection, is used. The resulting clusters could help requestors select their desired 

services or help providers understand what kind of services are currently available in the registry 

and are being used by requestors. We believe that browsing is necessary for QoS-based service 

selection in comparison with the current techniques employing a searching based approach. The 

search techniques often leave the requestors with a cognitive overload making the formulation of 

the right queries difficult. The search process is further influenced by the requestor's lack of 

knowledge on QoS distributions in the registry, vagueness of the QoS requirements, and 

dynamism of the QoS values offered by providers. With browsing integrated with an iterative 

clustering algorithm, the requestors can proceed with a guided service selection process that 

produces service clusters, portraying the distribution of services based on their QoS attribute 

values. We also analyzed the data types used for representing web services QoS data a.s seen in 

current service selection methods, which suggest a generalized form of representation for the 

QoS attribute values. We propose to use interval data types for QoS representation that 
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meaningfully represent the attributes in a comprehensive manner. With this type of data 

representation, it is seen that the information lost in representation can be avoided and the level 

of accuracy for publisher-provided QoS could be improved. Each of the three QoS attributes 

considered in this work are expressed symbolically as a combined interval data vec~or, which is 

more accurate when compared with single valued numerical data representation. 

The importance of using special types of clustering algorithms to group the 

multidimensional QoS attributes with interval data types is emphasized. An elaborate set of 

experiments have been performed to evaluate the interval data clustering algorithms along with 

an assessment of the suitable distance and similarity measure used by these algorithms. 

Additionally, a method to fmd the optimal value of an input parameter to one of the clustering 

algorithms has been implemented. Our approach is also easily extensible for multiple QoS 

attributes with varying data types, by extending the clustering algorithm to cover the complete 

set of symbolic data. Based on the evaluation of the experimental results, the dynamic clustering 

algorithm is chosen over the hierarchical interval-data clustering algorithm for implementing the 

proposed interactive QoS browsing framework. Starting from the initial set of services with the 

similar functionality, we apply the dynamic interval-data clustering algorithm on their QoS 

vectors to get the initial clusters. Then with requestors' selection of a subset of clusters and re­

clustering on this subset, the requestor could add a number of detailed views on their preferred 

QoS vectors. Thus the browsing process enables the requestors to get a fmer and fmer view of 

the QoS distribution patterns for services with every iteration of the algorithm. 

Our QoS browsing approach provides the requestors with a flexible option for searching 

web services by exercising their non-functional service requirements in the search process. By 
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involving the requestors in the search process, they are able to make selection decisions with an 

increased level of confidence. 

5.2 Future Work 

By utilizing the fmdings and results of this thesis, it is feasible to use a simple and 

interactive QoS browsing method to select web services based on their quality attributes data. 

However, keeping in mind the difficulties and important observations made during the work a 

few directions for potential future work along these lines would be pointed out. 

First, a visual interface showing the distribution of data points in result clusters and 

related information such as prototypes, sizes, value ranges, and deviation levels of the clusters 

could be implemented. This would enable requestors to make a more informed decision so as to 

choose the best service, satisfying their QoS requirements and simplify the effort needed to 

understand the clustering results in the case of requestors searching for public services. 

Second, in the current work, we specify the potential QoS information sources to fmd 

QoS attribute values. As part of this the handling of QoS data from multiple sources could be 

more clearly elaborated. When the QoS data is collected from publishers, SLAs or monitoring 

agents, it might affect how we do the clustering. For instance, if the QoS data is from SLA 

documents, for one service, there could be multiple sets of QoS values for different requestors or 

even for the same requestors over different periods in time. Should these be counted equally as 

separate instances or grouped under one service? This is a complicated issue requiring a 

dedicated study to fmd satisfying results. 

Third, as indicated in this work, there is an absence of standard data sets for QoS data in 

evaluating the performance of QoS based WS selection frameworks in the real world. This 

serves as an important limitation for the experiments given in this work. Steps could be taken 
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along these lines to develop standard QoS datasets for services, which would require an entirely 

new piece of work devoted to obtain results. 

Fourth, the experiments discussed in this work consider limited number of QoS attributes 

for web services during WS clustering and selection. Alternatively, the simulation .experiments 

could be repeated for exponential number of times covering the entire data set of QoS attributes. 

By applying, more generic symbolic clustering algorithms, the performance of the approach can 

further be evaluated using different scenarios for initialization of the algorithms. In addition to 

the single normal and uniform distribution patterns considered during the data simulation, other 

types of distribution patters can also be employed and experimented with. 

Fifth, it would be interesting to implement a multilevel clustering of services based on the 

preferential QoS requirements of requestors. The method could consider the preferential value 

ranges for one QoS attribute at a time in each level of the browsing process. This approach 

would thus implement a context aware service selection approach for web services. 

Sixth and fmally, the study of whether providers and requestors have different 

expectations or perspectives on the clustering results could be made, so that the clustering 

process could be customized for them. This could be done conducting user surveys with open­

ended questions evaluating the effectiveness of the system with respect to the user. 
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APPENDIX A: INPUT PARAMETERS FOR DATA 

GENERATION 

A. Separated clusters: 

Table 28- Data set 2: Distinct clusters (closely placed) with medium variance 

Input parameters 

Group 1 (#of points= 100): 

Jli = 155, J..L2 = 618, Jl3 = 390, cr1
2 = 25, cr2

2 =4, al =16 
Total# of points= 300 

Group 2 (#of points= 100): 
Predefmed interval 

Jli = 168, Jl2 = 623, Jl3 = 370, cr1
2 = 2, al =1, cr3

2 =4 
sets a-d 

Group 3 (#of points= 100): 

Jli = 175, J..L2 = 620, Jl3 = 410, cr1
2 = 1, cr2

2 =16, cr3
2 =25 

Table 29 - Data set 3: Distinct clusters (closely placed) with large variance 

Input parameters 

Group 1 (#of points= 100): 

Jli = 155, J..L2 = 618, Jl3 = 390, cr1
2 = 36, al =36, cr3

2 =36 
Total# of points= 300 

Group 2 (#of points= 100): 
Predefmed interval 

Jli = 168, J.12 = 623, Jl3 = 370, cr1
2 = 4, cr2

2 =9, cr3
2 =16 

sets a-d 
Group 3 (#of points= 100): 

Jli = 175, J,.L2 = 620, Jl3 = 410, cr1
2 = 2, cr2

2 =49, a/ =36 
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Table 30 - Data set 4: Distinct clusters (closely placed) with multiple variance combinations 

Input parameters 

Group 1 (#of points= 100): 

f.11 = 155, f.12 = 700, ).13 = 180, cr1
2 = 64, crl =225, cr3

2 =144 
Total# of points= 300 

Group 2 (#of points= 100): 
Predefmed interval 

).11 = 170, ).12 = 770, f.13 = 210, cr1
2 = 25, al =169, cr3

2 =196 
sets a-d 

Group 3 (#of points= 100): 

2 2 2 6 ).11 = 180, ).12 = 840, f.13 = 240, cr1 = 9, cr2 =256, cr3 =1 9 
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B. Overlapping clusters: 

Table 31 - Data set 6: Overlapping across all 3 attributes for 2 out of 3 clusters 

Input parameters 

Group 1 (#of points= 150): 

J.11 = 150, J.t2 = 210, J.!3 = 280, cr12 = 25, crl =16, cr/ =9 
Total# of points= 350 

Group 2 (#of points= 100): 
Predefined interval 

J.!1 = 140, J.!2 = 212, J.!3 = 275, cr12 = 25, crl =16, cr3
2 =9 

sets a-d 
Group 3 (#of points= 100): 

J.!1 = 133, J.!2 = 1745, J.!3 = 90, cr12 = 0.5, crl =9, 0"32 =4 

Table 32- Data set 7: Overlapping across 2 attributes for al13 clusters 

Input parameters 

Group 1 (#of points= 100): 

J.!1 = 167, J.t2 = 539, J.!3 = 345, cr12 = 25, crl =81, 0"32 =36 
Total# of points = 300 

Group 2 (#of points= 100): 
Predefmed interval 

J.t1 = 154, J.t2 = 500, J.!3 = 243, cr12 = 9, crl =64, a/ =25 
sets a-d 

Group 3 (# ofpo~ts = 100): 

J.!1 = 178, J.t2 = 520, J.!3 = 342, cr/ = 16, crl =100, crl =36 
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Table 33- Data set 8: Overlapping across 3 attributes for all3 clusters for one set ofpredefmed 
intervals 

Input parameters 

Group 1 (#of points= 100): 

Jll = 190, Jl2 = 688, Jl3 = 348, cr12 = 12, crl =16, cr/ =25 
Total# of points= 300 

Group 2 (#of points= 100): 
Predefmed interval 

Jll = 188, Jl2 = 700, Jl3 = 345, cr12 = 9, crl =12, cr32 =16 
set a 

Group 3 (#of points= 100): 

Ill= 181, Jl2 = 690, Jl3 = 340, cr12 = 9, crl =16, cr/ =25 

Table 34- Data set 9: Overlapping across reliability and time for al13 clusters and for one set of 
predefmed intervals 

Input parameters 

Group 1 (#of points= 100): 

Jll = 190, Jl2 = 689, Jl3 = 420, cr12 = 12, cr22 =16, cr/ =25 
Total# of points= 300 

Group 2 (#of points= 100): 
Predefmed interval 

Jll = 188, Jl2 = 700, Jl3 = 398, cr12 = 9, crl = 12, cr/ = 16 
set a 

Group 3 (#of points= 100): 

2 2 6 2 Ill= 185, Jl2 = 695, Jl3 = 380, cr1 = 9, cr2 =1 , cr3 =25 
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Table 35- Data set 10: overlapping across time and price for all3 clusters and for one set of 
predefmed intervals 

Input parameters 

Group 1 (#of points= 100): 

f!I = 173, f.12 = 1250, f.13 = 119, cr1
2 = 12, al =16, al =25 

Total# of points= 300 
Group 2 (#of points= 100): 

Predefmed interval 
f!I = 160, f.12 = 1242, f.13 = 113, cr1

2 = 9, al =12, a/ =16 
sets a 

Group 3 (#of points= 100): 

f!I = 147, f.12 = 1253, f.13 = 110, cr1
2 = 9, al =16, cr3

2 =25 

Table 36 - Data set 11: overlapping across reliability and price for all 3 clusters and for one set of 
predefmed intervals 

Input parameters 

Group 1 (#of points= 100): 

f!I = 158, f.12 = 500, f.13 = 345, cr1
2 = 12, al =16, cr3

2 =25 
Total# of points= 300 

Group 2 (#of points= 100): 
Predefmed interval 

f!I = 157, f.12 = 540, f.13 = 343, cr1
2 = 9, al =12, cr3

2 =16 
sets a 

Group 3 (#of points= 100): 

f!I = 156, f.12 = 522, f.13 = 342, cr1
2 = 9, al =16, cr3

2 =25 
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C. Separated clusters with random data: 

Table 37- Data set 13: Dataset 4 with random points 

Input parameters 

Group 1 (#of points= 100): 

Distinct clusters (closely placed) J.!I = 155, J-!2 = 700, J-!3 = 180, cr12 = 64, crl =225, crl =144 

with multiple variance 

combinations 

Total# of points= 350 

Random set 1 (50) for dataset13 

with pre-defmed interval set a 

Random set 2 (50) for dataset13 

with pre-defmed interval set b 

Random set 3 (50) for dataset13 

with pre-defined interval set c 

Random set 4 (50) for dataset13 

with pre-defmed interval set d 

Group 2 (#of points= 100): 

J.!I = 170, J-!2 = 770, J-!3 = 210, cr12 = 25, crl =169, crl =196 

Group 3 (#of points= 100): 

J.!I = 180, J.12 = 840, J-!3 = 240, cr/ = 9, crl =256, cr/ =169 

[(63-93), (67-95)], [(332-440), (338-447)], [(73-132), (77:)38)] 

[(65-94), (72-98)], [(321-431), (334-442)], [(70-130), (75-143)] 

[(62-92), (70-100)], [(325-441), (340-452)], [(66-136), (81-144)] 

[(61-92), (72-100)], [(320-431), (334-451)], [(62-131), (80-143)] 
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D. Overlapping clusters with random data: 

Table 38- Data set 14: Dataset 5 with random points 

Input parameters 

Group 1(# of points= 100): 
Overlapping across all3 

J!t = 172, J.t2 = 1200, J!3 = 220, cr12 = 36, al =100, a3
2 =49 

attributes and clusters 
Group 2(# of points= 100): 

Total# of points= 350 
J.lt = 175, J.t2 = 1207, J.l3 = 225, a12 = 25, al =144, al =64 

Group 3(# of points= 100): 

J!t = 178, J.t2 = 1217, J.l3 = 223, cr12 = 16, crl =196, a3
2 =36 

Random set 1 (50) for 

dataset 13 with pre-defmed [(78-93), (80-97)], [(585-627), (590-631)], [(100-110), (102-123)] 

interval set a 

Random set 2 (50) for 

dataset 13 with pre-defmed 
[(76-92), (78-96)], [(581-622), (589-633)], [(91-117), (102-125)] 

interval set b 

Random set 3 (50) for 

dataset 13 with pre-defmed 
[(72-93), (82-99)], [(581-625), (587-637)], [(93-114), (1 05-127)] 

interval set c 

Random set 4 (50) for 

dataset 13 with pre-defmed [(72-92), (80-99)], [(577-615), (591-635)], [(89-113), (107-131)] 

interval set d 
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Table 39- Data set 15: Dataset 6 with random points 

Input parameters 

Group 1 (#of points= 150): 
Overlapping across al13 

J.!t = 150, J.L2 = 210, J-13 = 280, cr12 = 25, crl =16, crl =9 
attributes for 2 clusters 

Group 2 (#of points= 100): 
Total# of points= 400 

J.lt = 140, J.12 = 212, J.!3 = 275, cr12 = 25, crl =16, crl =9 

Group 3 (#of points= 100): 

4 2 2 2 J.!t = 133, J.L2 = 17 5, J.!3 = 90, crt = 0.5, cr2 =9, cr3 =4 

Random set 1 (50) for dataset13 
[(62-84), (64-85)], [(95-875), (100-879)], [(40-143), (43-147)] 

with pre-defmed interval set a 

Random set 2 (50) for dataset13 

with pre-defmed interval set b [(61-80), (66-87)], [(92-875), (100-883)], [(33-141), (44-150)] 

Random set 3 (50) for dataset13 

with pre-defmed interval set c [(60-81), (66-86)], [(88-875), (100-888)], [(31-143), (44-155)] 

Random set 4 (50) for dataset13 
[(58-79), (61-89)], [(87-873), (100-891)], [(28-141), (43-159)] 

with pre-defmed interval set d 
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