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Abstract

This thesis presents an algorithm for improving the execution time of existing Histogram

of Oriented Gradients (HOG) pyramid analysis based facial landmark detection. It

extends the work of [1] to video data. A Bayesian Network (Bayes Net) is used as a

policy network to determine when previously calculated features can be safely reused.

This avoids the problem of recalculating expensive features every frame. The algorithm

leverages a set of lightweight features to minimize additional overhead. Additionally,

it takes advantage of the wide spread adoption of H.264 encoding in consumer grade

recording devices, to acquire cheap motions vectors. Experimental results on a difficult

real world data set show that policy network is effective, and that the error introduced

to the system remains relatively low. A large performance benefit is realized due to the

use of the cached features.
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Chapter 1

Introduction

1.1 Background

Face detection has always been an area of interest in computer vision. With deeper

analysis focusing on problems such as facial landmark detection, pose estimation, and

face identi�cation. Recently deep learning techniques [2], [3] have been showing promis-

ing results for detection, classi�cation, and identi�cation. However traditional machine

learning algorithms still provide state of the art performance for pose estimation, es-

pecially over multiple scales. This is partially because traditional techniques maintain

higher level semantic information.

These tasks are separated due to the di�erence in objective, and di�culty. The

easiest task being face detection, which is only concerned with �nding the existence of

a face, and generally a rough bounding box; an example output is shown in �g. 1.1a. For
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this task deep learning currently provides the best results. In pose estimation the goal

is to determine the orientation, and rotation of a face, which requires a more re�ned

bounding box, or face model.

(a) Face detection (b) Pose estimation

Figure 1.1: Examples of face detection, and pose estimation

For facial landmark detection, not only must the face be identi�ed, but the location

of sub-features such as the eyes, nose, mouth, etc; shown in �g. 1.2a. Generally these

sub-features are more di�cult to detect, and keep track of in a computationally e�cient

manner. Finally shown in �g. 1.2b is face identi�cation, where the goal is to detect the

unique features of a face, similar to �ngerprinting. The two major applications of this

are monitoring, and identity veri�cation for authentication.

(a) Facial landmark (b) Face identi�cation

Figure 1.2: Examples of landmark detection, and face identi�cation
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With regards to pose estimation, and facial landmark detection they often serve

as the �rst stage in more complex tasks. In the entertainment industry this includes

real time facial mapping between live actors, and computer generated models, for use in

animated, or Computer Generated Image (CGI) movies. Traditionally this has required

physical motion capture markers to be attached to subjects, or actors. Independently, in

health monitoring and security, an emerging subject of interest is emotion and attention

recognition. This requires the tracking of individual facial features, with minimally

invasive equipment or techniques. Histogram of Oriented Gradients (HOG) continues

to be a state of the art approach for facial landmark extraction and pose estimation [4].

1.1.1 Purpose and Scope of this Thesis

This work is part of a larger collaborative project with Alcohol Countermeasure Systems

Inc. (ACS) aimed at detecting distracted and inebriated drivers in order to prevent ac-

cess to vehicles. According to [5], within Canada alone in 2015, there were 122 deaths

and 596 incidents of bodily harm caused by alcohol impaired drivers. Additionally

the number of drug impaired driving incidents has been on the rise. If we are able

to detect drivers who are not �t to drive, we hope to decrease the number of injuries

and fatalities by preventing vehicle operation. This can be achieved by detecting at-

tention and emotional state using machine learning, based on minimally invasive and

economically viable input features. This thesis covers the �rst stage of the pipeline,

which is to design a system that can acquire stable facial features and pose information
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of drivers. Other members from Ryerson Multimedia Labratory (RML) have already

made progress on subsequent stages of the pipeline, which makes use of these features,

such as gaze detection [6].

Although we optimize our setup for use in a car, it generalizes to any model detection

applications.

1.1.2 Contributions

The contributions of this work can be summarized as follows:

� Adaptation of facial landmark and pose estimator [1] from image data

to video data. The initial work was not created to process image sequences

and naively processes each frame. We extend the algorithm to video data and

utilize the redundant information in previous frames. The motivation is to utilize

the facial landmark tracker as the �rst stage in an emotion and attentiveness

recognition system.

� Introduction of partial HOG pyramid feature level updates. We intro-

duce the concept of partially updating feature levels within the HOG pyramid.

We de�ne a cost function based on the feature level of interest, to control the

frequency of updates. This reduces the total number of calculations that need to

be performed in each frame.
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� Addition of a Bayesian Network (Bayes Net) based policy network. We

utilize a Bayes Net to determine when it is safe to utilize cached data. The Bayes

Net is a lightweight network used to predict the probability that utilizing cached

data will decrease accuracy. As an additionally safety measure, low con�dence

predictions fall back to the original algorithm. This minimizes the likelihood

that the modi�ed algorithm will produce di�erent results from the the original

implementation. This fallback behaviour allows us to train our Bayes Net with a

very small sample input, since we are only looking for easy hints.

� Utilization of hardware pre-computed H.264 motion vectors. Inexpensive

modern recording devices utilizes H.264 to compress the stream; for storage and

transmission. As part of this process, motion vectors are calculated in order to

enable inter-frame prediction. We utilize these vectors as a hint to the Bayes Net.

We avoid an expensive software implementation by reading them out of the H.264

stream.

1.1.3 Organization of Thesis

The remainder of this thesis is organized as follows:

Chapter 2 | Literature Review: This chapter covers existing works related to

facial landmark tracking. First, the distinction between marker based and marker-less

tracking systems is made. Followed by a discussion of the motivation to move to marker-
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less; primarily cost, and accessibility. Following that, existing techniques are divided

into two groups; model based and regression based. Traditional statistical techniques

can fall under either categories. However, Neural Network (NN) based techniques fall

under regression. Real-time execution is the goal that most facial landmark trackers

attempt to achieve while maintaining accuracy. Compared to face detection, this is

much more di�cult to achieve due to the complexity of localising the landmarks.

Chapter 3 | Methodology: This chapter �rst brie
y describes the original im-

plementation from [1] and our modi�cations. It is broken up into three sections. The

�rst covers HOG and touches on multi-resolution analysis. It describes how a HOG

feature is constructed and subsequent histogram is formed. The second section covers

in detail how the original algorithm operates. The �nal section details our modi�cations

to the system to make it better suited to video data. We �rst introduce the idea of

feature caching in order to reduce calculations. We then introduce a cost function for

choosing which features will be updated. Furthermore we introduce a restricted model

search to further decrease the number of calculations required every frame. Finally,

we describe our Bayes Net based caching policy and overall algorithm. The algorithm

attempts to balance accuracy with execution speed.

Chapter 4 | Experiments & Results: This chapter will present the experi-

mentation used to show that the modi�ed algorithm behaves similar to the original with

regards to accuracy. We execute the original algorithm and our modi�ed version on the
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same database; YouTube Faces DB [7]. We show in general that our algorithm is able

execute faster that the original implementation when applied to video. Additionally we

show that the error introduced is generally low. For the sake of completeness, we also

show that our policy network is performing better than selecting feature levels to skip

randomly.

Chapter 5 | Conclusion: This chapter explains why the decrease in execution

time occurs. Additionally, the restriction on when this behaviour can be expected. We

then identify the scenarios which cause the largest accuracy drop in the experiment.

Finally, future work such as a partial online training or the use of more powerful rein-

forcement based policy networks is discussed.

1.1.4 Publications

Our algorithm will be published in International Conference on Image Analysis and

Recognition (ICIAR), held August 2019, as \Safely caching HOG pyramid feature levels,

to speed up facial landmark detection"[8].
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Chapter 2

Literature Review

2.1 Facial Landmark trackers

Full body tracking in professional environments traditionally uses a visual marker based

system to improve results. For more casual users, this can be incorporated into clothing

or wearable accessories. If the purpose is for personal entertainment, often the inaccu-

racy of marker-less is accepted; such as in gaming devices or arcades. When considering

facial landmark tracking, both the aforementioned techniques are also utilized. There

is a narrow scope in which facial landmark trackers are used with markers for high

precision tasks [9], [10]. However they, are not user friendly nor economically viable

since the markers must be reapplied each time. Shown in �g. 2.1 are the markers that

would be typically utilized for such a system. This leads to a strong desire to operate

in marker-less environments.
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Figure 2.1: Facial motion capture markers, "Motion Capture" by Jirka Matousek is
licensed under CC BY 2.0 / Cropped and cleaned up

Some recent works [11] have eliminated the need for special re
ective markers and

instead are able to use non-toxic paint. This reduces the issue regarding cost, but

does not improve the ease of use signi�cantly. While the focus of this paper is facial

landmark tracking, the �nal goal is to be included in a project regarding driver attention

and sobriety detection for use in vehicles. This rules out marker based tracking, as the

user cannot be expected to apply markers before utilizing their vehicle.

2.1.1 Optimistic and Realistic Databases

The accuracy of facial landmark detectors is shown to drop signi�cantly when applied

to di�cult databases containing real world photos, not just frontal portraits. This

is not unique to facial landmark detection, all visual recognition system su�er from,

illumination, re
ection, occlusion, and multiple scales. Zhu and Ramanan [1] show
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