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Abstract

Star trackers provide an essential component to a satellite mission requiring high-precision and high-accuracy attitude measurements. A star tracker operates by taking pictures of the celestial sphere and attempting to identify the stars in the image using a combination of the geometric and brightness patterns. The star-positions in the image then determine the attitude of the sensor in the inertial frame. I propose extending the capability of star trackers by including the colour properties of the stars into the star identification process; hence, colour star tracking.

Current generation star trackers exist in a variety of forms, with a variety of additional potential designs and operational algorithms proposed in the literature. However, they all share the common trait of using a combination of geometric and monochrome brightness derived patterns to identify stars. Including colour information with the geometric and brightness properties into the identification process represents a new branch in the field of star tracker design. The process of measuring colour also causes a reduction in the amount of light gathered by the sensor, decreasing the number of stars observed. The challenge in colour star tracking becomes establishing that the additional information provided by colour to star patterns is greater than the loss of observable stars due to the measurement process. While superficially brief, accomplishing it touches upon a wide range of topic areas. This includes most research developed for monochromatic star trackers including imaging hardware, optics, noise rejection, parameter estimation, signal detection, data mining, pattern matching, and astronomy. Additionally, using colour necessitates introducing the topics of stellar photometry, spectral filtering, and colour imaging.

The approach to colour star tracker development, presented here, considers three aspects to the operation of the technology: colour measurement, star detection, and star pattern
matching. In the measurement of colour analysis, a new set of estimation techniques are developed to estimate the colour and position of stars using colour-filter-array and trichroic prism cameras. Validation of the proposed techniques is achieved through a combination of laboratory and nigh-sky testing of hardware prototypes. The detection performance of the colour star tracker designs centres on a comparison with equivalent monochrome designs. By considering primitive detection algorithms, essentially raw thresholding, allows for a fair determination of the relative performance. Numerical simulations of potential designs examine the percentage of the celestial sphere where sufficient quantity of stars can be observed to yield an identification. Finally, extending the results of the detection analysis allows for a determination of the ambiguity within observed star scenes. While not explicitly pattern matching, this analysis establishes a baseline for the performance to be expected from practical pattern matching algorithms. Together, the combined results establish the overall expected increase in performance of colour star tracking over equivalent monochrome designs.

A critical goal of any star tracker design is to maximize the region of sky where the star tracker can successfully return an attitude solution. Additionally, the reliability of achieving correct attitude solutions must also be a factor. The work presented demonstrates that, given the correct design circumstances, colour star trackers can supersede their monochrome counterparts in these two aspects. Specifically by resolving formerly ambiguous scenes and increasing the total number of scenes that can yield a solution. As a consequence, colour measurement should now become a viable and explicit consideration in future star tracker design processes.
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Chapter 1

Introduction

Star trackers provide a unique component in any satellite attitude determination system; specifically a high-precision, high-accuracy, full attitude estimates. In simplest terms, a star tracker takes a picture of the sky, identifies the stars in the image, and relates their observed position in the image to their true position in the inertial frame to determine the attitude of the sensor. Figure 1.1 shows a picture of a conventional star tracker. This thesis investigates expanding upon the fundamental performance of star trackers by considering the additional feature of star colour in combination with the geometric features of star patterns.

Figure 1.1: ST-16 Commercial Star Trackers
Star trackers typically employ two primary modes of operation: acquisition and tracking. The tracking mode simply updates the attitude estimates by observing the movement of the stars from one image to the next. Therefore, assuming no cross-checking of the observed star pattern, the tracking mode can operate with a fast update rate and a minimal computational burden. In contrast, the acquisition mode determines an initial attitude estimate starting from a Lost In Space (LIS) condition; specifically a state with no a priori attitude information is made available. This condition requires the star tracker to rely entirely on the information that it gathers through image observations (e.g. star pattern geometry and brightness) to determine an attitude solution.

When only using pattern geometry, the fundamental limit for a unique star identification to occur is a minimum of three or more stars to be within the image or Field of View (FOV). The reason for the limit can be illustrated by the two star scene. With only the distance between the two stars available, the ordering of the star pair cannot be determined. As a result, at minimum the correct attitude and a second diametrically opposed incorrect solution. Therefore, any scene containing fewer than three stars, without star brightness information, is unresolvable, yielding a minimum of two or more valid attitude solutions for the sensor. Star scenes containing three or more stars can also yield incorrect solutions when the observed star pattern can be matched to multiple entries within the catalogue. Star patterns that cannot reliably produce a unique attitude solution are defined as ambiguous.

A variety of different methods can quantify the star patterns; most are chosen to reduce the number of ambiguous views. The more notable metrics include, groups of star pairs, oriented triangles and higher order polygons, areas of star triangles, etc. A few star patterns include the brightness of the star, or more formally the apparent photometric magnitude, to further dissociate the star patterns [Spratling & Mortari 2009].

The overall performance of a star tracker is defined by several features: attitude accuracy and precision, update rate, and sky coverage. Sky coverage defines the percentage of the celestial sphere where a star tracker can determine an unambiguous attitude solution starting while in the acquisition mode. Therefore, maximizing the number of resolvable scenes and minimizing ambiguity of star patterns in them is a primary method for improving the performance of a star tracker.
1.1 Motivation

As an intrinsic property, colour provides an additional, independent feature to star patterns that can potentially reduce the number of ambiguous scenes over the celestial sphere. The reduction in ambiguity results from changing the fundamental limit of three stars required by conventional or Monochrome Star Trackers (MSTs) to two for Colour Star Trackers (CSTs).

The requirement for only two stars can be illustrated through an example. Given a two-star scene, where one star is blue (e.g. Rigel) and the other is red (e.g. Betelgeuse), a distinct ordering of the stars is present despite similar levels of brightness. As a result, a two star scene becomes the fundamental limit for unique star identification for CST. Furthermore, formerly ambiguous star patterns containing three or more stars can be potentially be uniquely identified with the additional colour information.

While the additional information provided by colour can potentially reduce ambiguity in observed star scenes, a design cost is incurred. The colour measurement process causes a loss in the total amount of light collected by the sensor. As a result, a CST will see fewer total number of stars than an optically equivalent MST. In general, the problem of CSTs can then be summarized by the two properties:

- Colour information reduces the number of stars needed for an identification.
- Measuring colour reduces the number of stars available.

Through careful examination of these properties, one beneficial and other detrimental, a variety of potential colour star tracker designs can be proposed. Among them, the possibility exists for a subset to demonstrate improved performance (i.e. greater sky coverage and reduction of ambiguous views) over conventional MST designs. Successful validation of this assertion will justify star colour as a viable and valuable feature for consideration in star tracker design.
1.2 Goals and Objectives

As a nascent technology, the study colour star tracking is open-ended incorporating the fields of noise filtering, astronomy, stellar photometry, pattern identification, data mining, computational optimization, hardware/software integration, and system design. The goals of this thesis are to answer the following sets of questions: (1) How can a star tracker be designed to measure colour? How well can colour be measured? (2) Does measuring colour increase or decrease the number of stars that can be seen? Can enough stars be seen when measuring colour to be useful? (3) Can star patterns with colour be better identified than those without? Does measuring colour allow more patterns to be correctly identified? In developing answers to these questions also provides an answer to the primary question of this thesis: does including colour into star tracker designs improve and expand the technology?

Answering these questions defines a clear set of objectives. The objectives are as follows:

- Characterize the colour measurement performance using available colour detector hardware technologies. Particular attention will be establishing the precision, accuracy, and reliability of the colour and position measurements.

- Characterize the limiting sky coverage (i.e. three stars for MST and two stars for CST) between equivalent MST and CST technologies. This determines the upper bound on overall performance.

- Establish a high-level performance prediction of star identification capabilities. Together with an equivalent analysis of monochrome star scene ambiguity provides a means of defining the improvement in sensor performance resulting from colour measurement.

- Assessing the first three objectives collectively allows for the determination overall benefit provided by the inclusion of colour information on star tracker design.

The following subsections will expand upon the objectives to define the specific contributions and methodologies developed to achieve them. Additionally, some of the more notable implementations problems are provided.
1.2. Goals and Objectives

1.2.1 Contributions

Accomplishing the objectives listed above, generated several major contributions to the field of star tracker design and research. Their details are listed as follows:

**Colour Parameter Estimation** A new set of estimation techniques were specially developed for the colour sensor hardware to determine the parameters of star image centroid, colours, and brightness. The particular implementation of the techniques depends on the hardware design. Two sensor configurations were developed: the Colour Filter Array (CFA) and multi-detector sensor. In the sensors’, both the practical estimation performances and specific features are characterized. Included within this contribution is an initial calibration methodology for the sensors.

**Detection** A comparative detection sensitivity survey establishes the relative performance improvement in fundamental sky coverage (i.e. scenes meeting the minimum star density requirements) for CST over MST designs. This also includes the formulation of a coarse lower bound on the required sensitivity of the colour filters used in the sensors.

**Matching** Assessing the ambiguity of the colour star patterns prompted the development of a new pattern parametrization that extends monochrome star pair model to include colour. Since most other star pattern parametrizations derive from combinations and representations of star pair, evaluations using this new parametrization provides sufficient assessment of the potential ambiguity to be seen in colour star patterns.

**Trade Studies** Achieving a fair analysis of the different sensor configurations produced a comparative means for evaluating performance. The framework considers two features: the rate of false star detections and percentage of the sky meeting minimum requirements for an attitude solution. Despite the differences in construction (e.g. single vs multiple detectors) or the number of stars required for attitude estimation (e.g. two for colour or three for monochrome), given equivalent optics and electronics, the sensors can be compared upon an equal footing.
Framework In combination, this study presents a basic framework for assessing the potential performance of a CST. Specifically, addressing the key features of star detection, parameter estimation, and pattern matching using colour allows for the long-term development of the technology.

1.2.2 Methodology

To quantitatively characterize the performance and potential of CST necessitates an evaluation methodology. The methods of evaluation are divided into four main groups: hardware laboratory tests, hardware field tests, low level detection simulation, and high-level pattern ambiguity simulations. These are summarized as follows:

**Laboratory Tests** A series of laboratory tests evaluate the performance of the sensor hardware and parameter estimation techniques. The tests directly examine the quality of the estimated parameters when an artificial star (i.e. point source of light). The laboratory also allows for the calibration of the hardware prototypes to remove any systematic errors.

**Field Tests** Field testing, as the name suggests, consists of gathering images of night sky star scenes with the prototype hardware. A sufficient number of star images are collected to effectively evaluate the estimation techniques and hardware for a variety of different star types. Although the presence of Earth’s atmosphere corrupts these ground based observations, many of these features can be sufficiently modelled to provide accurate assessment of what would be seen while in orbit.

**Hardware Level Simulations** A series of simulations evaluate different sensor configurations. The simulation numerically estimates three characteristics: the false detection rate, the probability of detecting the stars within the catalogue, and the probability of detecting a specific number of stars within the sensors’ FOV. Together, they establish the detection performance boundaries.

**High Level Simulation** Observed star scenes are modelled through simulation and compared, without a priori, to a catalogue of all possible star pattern feature sets.
1.3 Outline

using a Bayesian classifier. The scenes observed and quality of the colour and centroid estimates are drawn from the hardware tests and detection sensitivity simulations. The ambiguity survey simulations are conducted over a range of optical configurations and in parallel to equivalent monochrome star tracker designs.

1.2.3 Implementation Problems

Colour Star Catalogue To properly model the expected colour intensities of stars prompted the development of a custom star catalogue. Combining both astromitcal and photometric databases, the resulting custom catalogue provides both spatial coordinates of stars and the expected photon flux for a given sensor.

Sensor Calibration As with any sensor, the hardware of the prototype colour star tracker will exhibit a variety of non-ideal characteristics. The signal of the image sensor is corrupted by spatial and temporal noise and offsets. Lenses cause changes in the observed position and intensity from the expected response. Using the temporally invariant property of these characteristics, a calibration model is applied to allow for the sensor to return accurate parameter estimates of the star colour and centroid.

Bayesian Statistical Ambiguity A Bayesian classifier provides a method for determining the probability of an observed star pair belonging to a specific reference catalogue star pair. The pair classifier is extended to colour patterns; effectively a primitive pattern matching algorithm. Through simulations, it will be shown that for most cases the approximated classifier error is sufficient for gauging the ambiguity in an observed star pattern.

1.3 Outline

The thesis is organized in the following manner. Chapter 2 reviews the fundamental topics necessary for the development of conventional star trackers, parameter estimation, geometric pattern identification, and stellar
photometry. Chapter 3 examines the benchmarking of a CFA hardware prototype. Chapter 4 follows with the characterization of the multi-detector Trichroic Filter Prism (TFP) hardware prototype. Chapter 5 presents the development and findings of the detection sensitivity trade study for the different CST and MST configurations. Chapter 6 analyses the change in ambiguity within the expected star patterns brought about by the inclusion of star colour. Finally, Chapter 7 concludes with the significant results of the study and the best anticipated directions for future research in the new field of CSTs.
Chapter 2

Background and Literature Review

This chapter provides a thorough review of the necessary topics relevant for the CST technology; including the current state of star tracker technology. First, a review presents the basic principles of electronic imaging exploited by most modern star trackers and the standard hardware choices used in their manufacture. Second, all the phases of operation of a monochrome star tracker are examined, with particular attention on the techniques and features used in determining the star identity. Third, the most pertinent topics from the field spectrophotometry with regards to CST are presented.

2.1 Camera Model

This section provides background on the operational principles of optical imaging. The basic model for the design of infinite distance imaging in star trackers is established. Then, the Point Spread Function (PSF) is defined, with a review of the greatest factors that governing its characteristics.
2.1.1 Pinhole Camera Model

The pinhole camera model approximates the star tracker optical system. Liebe 2002a presents a useful description of the pinhole camera model applied to star trackers. Figure 2.1 shows this optical model for a sample star and its respective image.

A star direction vector in the detector frame, $s_D$, is defined with respect to the detector axes and Optical Axis (OA)\footnote{The OA defines the reference frame for most optical systems, colloquially referred to as the boresight.}. The starlight, passing through the pinhole, projects onto the detector at a particular centroid location, $(x_C, y_C)$. The centroid is distance from the OA is a function of the focal length, $f$, of the optics. Defining the distance on the detector away from the OA as:

$$ r = \sqrt{(x_C - x_{OA})^2 + (y_C - y_{OA})^2} \quad (2.1) $$

then the angular offset of the direction vector from the OA becomes:

$$ \phi = \arctan \left( \frac{r}{f} \right) \quad (2.2) $$

The rotation angle of the direction vector on the $xy$-plane can similarly be defined as:

$$ \theta = \arctan \left( \frac{y_C - y_{OA}}{x_C - x_{OA}} \right) \quad (2.3) $$

Therefore, given a known star image centroid and focal length, star vector in the detector frame can be determined by the trigonometric relations:

$$ s_D = \begin{bmatrix} \cos(\theta) - \cos \left( \frac{\pi}{2} - \phi \right) \\ \sin(\theta) - \cos \left( \frac{\pi}{2} - \phi \right) \\ \sin \left( \frac{\pi}{2} - \phi \right) \end{bmatrix} \quad (2.4) $$
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Therefore, assuming accurate centroid estimates, the star direction vectors can be determined in the detector frame, requiring only a rotation transform to be aligned back to the inertial reference frame.

2.1.2 Point Spread Function

A point spread function (PSF) is the analytical transform function of a point source imaged by an optical system at an effectively infinite distance. Stars can be considered point sources of light, so the PSF then describes the shape of the star image on the detector; specifically, the observed diffraction pattern. The PSF can be fully modelled using Fourier optics; an infinite series of ordered-weighted Bessel functions. The weighting of the component Bessel functions varies the shape of the PSF from the ideal diffraction pattern; these variations are known as optical aberrations [Born & Wolf 2003]. In a star tracker, precision modelling of the PSF most often will not yield significant improvements in determining the star centroid. Instead, functional approximations (e.g. Gaussian or Moffat) can sufficiently model the PSF without the computational requirements of Fourier optics.

2.1.3 Incident Photon Flux

The pinhole camera model allows for an estimation of the total intensity of the PSF striking the image detector. Following [Holst & Lomheim 2007], the photon count for a star imaged by the star tracker optics becomes:

$$n_q(\lambda) = \frac{\pi}{4} \Phi_q(\lambda) D_o^2 T_{OPTICS}(\lambda) T_{ATM}(\lambda)$$  \hspace{1cm} (2.5)

where $\Phi_q(\lambda)$ is the photon flux density, $D_o$ is the effective diameter of the primary lens, $T_{OPTICS}(\lambda)$ is the systems optical transmittance, and $T_{ATM}(\lambda)$ is the intervening atmospheric transmittance (see Section 2.4.4).
2.1.4 Field of View

The focal length, $f$, of the optics combined with the detector dimensions determine the field of view (FOV). Effectively the area of the sky contained within in the image. Smaller focal lengths produce larger FOVs and can increase the number of stars detected. An important constraint on the lens design is the F-number:

$$F/# = \frac{f}{D_o}$$  \hspace{1cm} (2.6)

Smaller F-number lenses collect more photons but below 1.2 they become increasingly complex to design and manufacture. Furthermore, low F-numbers introduce increasing
amounts of optical aberrations restricting; generally detrimental to star detection and centroid estimation.

### 2.2 Image Detectors

Image detectors perform the vital role of transforming the incident photons striking the detector into equivalent digital signal measurements. This section highlights the model for a detector response to incident light presented by Holst & Lomheim 2007. Also included is a quick synopsis of the detection hardware.

#### 2.2.1 Photon Measurement Model

The detector consists of a grid of charge collection wells which convert and store the incident photons as Photo-Electrons (PEs). For a given pixel, the PE count can be described by the expression:

\[
   n_{\text{PE}} = \int_{\lambda} \int_{A} f_{\text{PSF}}(x, y) \eta(\lambda) n_{q}(\lambda) t_{\text{EXP}} dA d\lambda
\]

(2.7)

where \( f_{\text{PSF}}(x, y) \) is the PSF, \( n_{q}(\lambda) \) is total incident photons, \( \eta(\lambda) \) is the Quantum Efficiency (QE) of the detector, \( A \) is the active area of the pixel, \( t_{\text{EXP}} \) is the exposure time, and \( \lambda \) is the wavelength. The QE determines the conversion ratio of photons to PE for all wavelengths of the detector. For monochrome detectors this typically approximates the response of the human eye with peak sensitivity centred around the green wavelengths. The topic of quantum efficiency for colour sensors will be explicitly addressed in Chapter 3 and 4.

The detector hardware amplifies and converts the collected PEs into equivalent digital measurement:

\[
   \text{LSB} = \left\lfloor g_{\text{LSB}/e} \cdot n_{\text{PE}} \right\rfloor
\]

(2.8)
where $g_{\text{LSB}/e^-}$ is the electron to least-significant bit detector count conversion gain.

### 2.2.2 Noise Model

A variety of sources contribute to the total noise observed in electronic images. The noise model presented here can be applied equally to both Charge Coupled Device (CCD) and Active Pixel Array (APS) technologies, with variations only appearing in the specific values of the noise parameters. The sources of noise in a typical detector include Dark Current (DC) offset, shot noise, pattern noise, and quantization error.

Thermal processes in the integrated circuit substrate produce electrons. Getting absorbed into the detector charge wells, they are interpreted as PEs. The collection thermal-electrons create the DC offset. DC is an additive photo-electron count, $n_{\text{DC}}$, dependent on exposure time and temperature. If the star tracker uses a fixed exposure time and regulated temperature, $n_{\text{DC}}$ can be assumed constant. Correcting the DC current requires taking the temporal mean of a series of dark images and subtracting the mean result from and observation image.

Shot noise occurs due to the quantum (i.e. discrete) nature of electrons. The statistical model for electron accumulation is the Poisson distribution. As electrons in the pixel charge well consist of both DC and PEs, the variance of the shot noise becomes:

$$\sigma_{\text{SHOT}}^2 = \sigma_{\text{PE}}^2 + \sigma_{\text{DC}}^2 = n_{\text{PE}} + n_{\text{DC}}$$

where $n_{\text{PE}}$ and $n_{\text{DC}}$ are the number of electrons generated from photon and thermal processes, respectively.

Manufacturers typically group the component of the shot noise resulting from the dark current with the remaining temporal noise sources into a single parameter: Read Noise (RN). A combination of multiple statistical distributions of varying weights, RN can generally be approximated to a normal distribution; the variance denoted as $\sigma_{\text{RN}}^2$. The dominant component of the shot noise, thermally generated electrons, can be reduced
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by cooling the detector; a technique employed by many star trackers and telescopes. Techniques exist for reducing the observed photon shot noise and read noise of an image. These techniques generally require spatial filtering which can alter the expected position of star PSFs impacting the precision and accuracy of the star centroids. Typically, most star detection and parameter estimation techniques must contend with the read noise as a limiting characteristic.

Imperfections in the manufacturing process can also cause spatial variation in the pixel response and offsets; effects known as photo-response non-uniformity and fixed pattern noise. Typically, increasing manufacturing quality and miniaturization allows more uniform construction of pixels within the detector array. The resulting spatial variation in current generation detectors is sufficiently small relative to other effects to be ignored. However, techniques are available for calibrating detectors with significant pattern noise [Healey & Kondepudy 1994].

2.2.3 Detector Technologies

Image detectors fall into two broad categories: CCD and APS. The differences between the technologies mostly concerns their physical operation and construction. They both follow the same models for photon collection and noise defined above.

Charge Coupled Devices

The CCD operates using a charge collection well at each pixel. During the exposure time, PEs collect in the charge well. When the exposure completes, the charge packets are shifted from one well to the next until they are read-out by an external Analogue to Digital Converter (ADC). Since the area of the pixel only collects and stores the PEs, the active area (i.e. the region that collects light) can occupy almost the entire pixel; thereby maximizing the photon collection. This arrangement comes at the cost of needing additional circuitry. The resulting increase in the footprint of the detector combined with the greater power requirements can be problematic for star trackers. CCD sensors are a mature technology, and while minor improvements remain possible, it is unlikely that any significant improvements to their performance will occur [Holst & Lomheim 2007].
Active Pixel Sensors

APS combine the charge accumulation well, [ADC] and data transfer bus into the structure of a single pixel. This results in the entire image sensor being constructed into a single integrated circuit; typically using the Complementary Metal Oxide Semiconductor (CMOS) construction. The benefits of combining the entire process into a single integrated circuit is a significant reduction in power requirements, minimal spatial footprint of the detector, and the ability to access particular regions of the detector without reading out the entire image, thereby saving significant processing time. The drawback of sharing the pixel space is that the active area of the pixel is limited by the space requirements of the other components [Holst & Lomheim 2007].

2.3 Star Trackers

A star tracker provides high-precision and high-accuracy attitude estimates for a satellite attitude determination and control system using stars as inertial attitude markers. Star trackers can operate in one of two scenarios: LIS or tracking. In the LIS scenario, no a priori attitude information is available. The star tracker must determine the attitude using the information gathered from sky images it collects. The LIS scenario usually occurs at on-orbit initialization of the star tracker. The tracking mode, in contrast, uses previous attitude estimates to update the current estimate. This tends to reduce the complexity and computational requirements of the tracking scenario.

Starting from a LIS scenario, the process of acquiring the attitude follows a relatively straightforward process. Figure 2.2 shows a block diagram of the attitude determination process. The process divides into five phases: image acquisition, image filtering, star identification, attitude estimation, and attitude filtering [Spratling & Mortari 2009]. These phases are examined in detail below.
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![Functional flow diagram of star tracker processing chain](Spratling & Mortari 2009).

2.3.1 Image Acquisition

The image acquisition phase depends entirely on the hardware and determines the physical constraints on the performance. The optics determine the amount of photons collected from a star source. The detector converts the photons into PEs but corrupts the image with noise. The addition of a baffle around the lens prevents light from non-stellar sources (e.g. Sun, Moon, or Earth) from corrupting the image.

The primary lens diameter and exposure time determine the number of photons from a star that reach the detector according to equation 2.5. The detector converts a portion of these photons into PEs but adds shot and read noise in the process. Longer exposure times allow for additional photon collection but also tend to increase the image noise.

The logarithm of the total number of stars in the sky above a particular intensity varies logarithmically to the intensity [Carroll & Ostlie 1996].

Therefore, the majority of stars observed within a star tracker image are dim and near the noise floor. Therefore, the ratio of the PEs to the image detector noise defines a fundamental limit of the minimum observable magnitude.
2.3.2 Image Filtering

The image filtering phase transforms the information contained within the raw image into a set of body referenced star direction vectors. This phase follows three distinct steps: star detection and direction vector estimation.

Star Detection

Detection of stars within an image requires isolating the cluster of star PEs from the surrounding image noise. The simplest detection techniques apply a fixed threshold to each pixel generating a candidate list of potential pixels containing stars. Adjacent candidate pixels are grouped together into single clusters to form a candidate star detection. Incorrectly detecting image noise as a star is known as a false detection.

False detections degrade star tracker performance as the additional false star can cause the observed star pattern to be misidentified, yielding an incorrect attitude solution. The detection algorithm must be tuned to maximize the number of true star detections while minimizing the false detection. This involves evaluating multiple detection thresholds and limiting the minimum number of pixels within a candidate star cluster.

Centroid Estimation

After detecting candidate stars from the image, precise centroids and magnitude estimates need to be determined from the observed pixel intensity pattern. Two methods exist to determine the star parameters: first moment and curve-fitting. First moment estimation determines the centroid by spatially weighting the pixel intensities and normalizing by the total intensity:

\[
x_c = \frac{\sum_i \sum_j x_{ij} I_{ij}}{I_0}
\]  

(2.10)
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\[ y_c = \frac{\sum_i \sum_j y_{ij} I_{ij}}{I_0} \]  

(2.11)

where \( I_{ij} \) is the pixel intensity, \( x_{ij} \) and \( y_{ij} \) are the positions of the pixels \cite{Liebe2002b, Zhai2011} and the total integrated intensity:

\[ I_0 = \sum_i \sum_j I_{ij} \]  

(2.12)

First moment estimations takes advantage of numerical efficiency, requiring only summations of the observed pixel intensities. Unfortunately, the technique tends to break down as the signal level approaches the noise floor, causing large variations in the estimated parameters.

To overcome this deficiency, the centroid and intensity can instead be estimated by fitting an approximation of the PSF model to the observed pixel intensity pattern. By far the most common approximation is the weighted Gaussian function,

\[ I_{ij} = \frac{I_0}{2\pi \xi^2} \exp \left( -\frac{(x_{ij} - x_c)^2 + (y_{ij} - y_c)^2}{2\xi^2} \right) \]  

(2.13)

where \( \xi \) defines the spatial scale of the PSF. The Gaussian function requires minimal tuning and comes with a long history of successful application in the astronomical field. The Moffat function approximation, also drawn from the field of astronomy, shares a similar profile to the Gaussian but includes a set of flares at the extremities. Specifically, the Moffat function:

\[ I_{ij} = \frac{I_0 (\beta - 1)}{\pi \alpha^2} \left( 1 + \frac{(x_{ij} - x_c)^2 + (y_{ij} - y_c)^2}{\alpha^2} \right)^{-\beta} \]  

(2.14)

where \( \alpha \) define the spatial scale and \( \beta \) determines the size of the flares, which account for the fringes observed in a true PSF \cite{Bendinelli1988}.
Quine & Hornsey 2007 suggest using the error function to account for the spatial integration of the incident photons over the active area of the pixel. Rufino & Accardo 2003 propose a PSF model derived from numerically evaluating an approximation of the optical transfer function; this method produces a “pill-box” shape to better account for the features produced from defocus. Finally, the PSF can be explicitly modelled using the diffraction integrals. However, the computational requirements would constrain its use only for purpose of off-line calibration Zhai & Nemati 2011.

The fitting uses a non-linear least squares (NLSQ) minimization between the modelled and true pixel values. Any efficient NLSQ minimization algorithm can be applied (e.g. Levenberg-Marquardt). Curve fitting consistently produces estimates of centroid and intensity with less variance; while error in the mean depends upon the quality of the PSF approximation to the true PSF. The superior estimates thereby offset the additional computational costs. To reduce the time, the curve-fitting can be initialized with the first moment estimates. After determining the centroids, they can easily be converted to their equivalent body vector representations using (2.4).

2.3.3 Star Identification

The star identification phase assigns labels to the stars detected during the image filtering phase. Figure 2.3 shows a block diagram of the identification process. First, body referenced star vectors combine to form feature sets for each star pair or star group. Second, a search of an on-board database finds groups of similar feature sets generating a list of candidate star labels (i.e. possible matches). Third, the “most likely” candidate feature set to the scene is returned as the scene. In the event of finding no matches or multiple equally likely matches, the error check can also decide that no sufficient solution exists rather than returning an incorrect identification. An optional fourth step can label additional stars vectors not included in the original database search.

As the phase with the highest computational burden and risk associated with errors (i.e. incorrect pattern match), star identification receives significant research and design attention. The geometry of the star pattern presents a variety of features that can be used in the identification process. By choosing to identify the stars using a particular
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Figure 2.3: Star identification process flow diagram

feature set can reduce the ambiguity within the database, decreasing the likelihood of an incorrect pattern match. Furthermore, certain feature patterns combine with efficient search and data management techniques to reduce the computational requirements of the algorithm.

In all cases the identification relies on the geometric features of the star pattern; several techniques also include the visible magnitude into the identifying parameter set\textsuperscript{2}. The following paragraphs review the major identifying feature sets and search techniques used in star trackers or proposed in the literature. Additional reviews of most star identification and pattern matching algorithms can also be found in [Spratling & Mortari 2009, Silani & Lovera 2006, Na & Jia 2006, Padgett & Udomkesmalee 1997].

Pair and Polygon Matching

The first group of identification algorithms derive their feature sets from spherical geometry of the star vectors. Figure 2.4 shows a diagram of the basic spherical geometry properties for a typical 3 star pattern. Angular distance between two stars is defined as:

\[
\cos \varphi_{ij} = s^T_{B,i} s_{B,j}
\]  

(2.15)

where \(s_B\) is a unit star direction vector in the body frame. In the case of a star triplet (i.e. triangle), the angular distance can be referred to as a side length. The intersection

\textsuperscript{2}Visible magnitude is a normalized logarithmic representation of star irradiance
angle formed at the corner of a star triplet can be defined using the spherical cosine law:

$$\cos \phi_{ij} = \frac{\cos \varphi_{ij} - \cos \varphi_{ik} \cos \varphi_{jk}}{\sin \varphi_{ik} \sin \varphi_{jk}}$$  \hspace{1cm} (2.16)$$

In the feature set, many algorithms express the angular distances and intersection angles as the cosine values instead of the actual angle to reduce numerical errors introduced by the inversion of trigonometric functions. All other geometric features can be derived from a combination of these two features.

van Boozijen 1989 proposed the simplest pattern matching techniques choosing the angular distance and magnitudes of the brightest star pairs (e.g. guide stars) as the identifying feature set. An additional error check of the algorithms compares one intersection angle from each star triplet in the group of guide stars. Groth 1986 considered the side lengths and intersection angles of a star triplet, the first implementation of the side-angle-side (SAS) feature set. Liebe 1993 expanded the SAS identification by discretizing the three angular values significantly reducing computation time. Ketchum & Tolson 1995 divide the pattern database into regional sub-groups with centres defined by the brightest star in the group. Scholl 1995 considers a method using six features of a star triplet, three side lengths (SSS) and visible magnitudes. Quine & Durrant-Whyte 1996 define the feature as a combination of side lengths, symmetry measures, and visible magnitudes. Mortari & Neta 2000 derive a new approach for catalogue searching using the k-vector technique. Daniele Mortari & Junkins 2004 extend the SSS triangle technique considering a four star pyramid combination. As alternatives to side-length and intersection angle combinations, Cole & Crassidis 2004, Cole & Crassidis 2006 use the area and second moment of the triangle formed by a particular star triplet. Samaan & Mortari 2006 propose a spatially non-dimensional star pattern match independent of the lens focal length.

Grid Matching

The grid matching algorithm represents a departure from the framework of the pair/polygon algorithm. Figure 2.5 shows a simplified diagram of the grid algorithm. Consider the
reference stars (i.e. brightest stars) within equally spaced intervals around the celestial sphere. Using two reference stars, one as the origin and other as an alignment vector, a $g \times g$ grid is overlaid onto the star pattern. Any grid element containing a star then gets a value of one. Unwrapping the grid into a $g^2$ length vector creates a binary identifier for each reference star. Applying the grid to the brightest stars in an image form an identifier to be matched to the catalogue, identifying the stars. Computationally faster and less sensitive to noise, the grid algorithm requires significantly more stars in the FOV than the polygon algorithm. The choice of using the grid algorithm thus depends heavily on the hardware performance.
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(a) Selection of guide star.

(b) Centering of frame.

(c) Grid alignment.

(d) Binary conversion.

Figure 2.5: Simplified model of the grid algorithm.
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grid with a polar grid.

Adaptive Algorithms

A small portion of proposed star identification algorithms can be categorized as trained or adaptive algorithms. Rather than a fixed search algorithm, the identification process adapts through simulation and training datasets. The result is generally a shorter time in identifying the star pattern, but at a cost of increased memory requirements and uncertainty regarding the impact of ambiguous star patterns. [Lindsey *et al.* 1997] presents the first instance of using a neural network for identifying an observed star pattern. The side lengths between a guide star and its neighbours were used to train the neural network.

[Paladugu *et al.* 2006] propose using a Genetic Algorithm (GA) for conducting the catalogue search. The star feature set consists of a reference star at the centre and the polar positions of the surrounding stars. [Zhang *et al.* 2008] consider the application of Fuzzy-logic and Bayesian decision theory in the catalogue search to reduce exponential computational burden introduced by increasing numbers of observed stars. [Quan & Fang 2010] propose using an adaptive ant colony (AAC) algorithm to generate a shortest path among a star group. This composite length vector then acts as the identifier for the central star.

Other Algorithms

Several other specialized algorithms exist beyond those noted above; including the use of graph-theory [Chen *et al.* 2000, Chen & Hao 2000], Knuth-Morris-Praa (KMP) algorithm [Li *et al.* 2004b, Li *et al.* 2004a], and bit-matching algorithm [Li *et al.* 2005]. In one novel study, [Juang *et al.* 2003] develop an approach using a singular value decomposition (SVD), combining the identification and attitude estimation. While many of these algorithms present interesting treatments of the identification problem, they still only use a combination of geometric and visible magnitude features.
2.3.4 Attitude Estimation and Filtering

The attitude estimation step determines the transformation between the observed star position vectors in the sensor frame to their positions in the Earth Centred Inertial (ECI) frame; either as a direction cosine matrix or quaternion representation. The most common formulations attempt to find a transformation to solve the Wahba problem; a least squares minimization of the vectors represented in both frames [Wahba 1965]. One of the earliest technique for solving the Wahba problem is Davenport’s q-method [Davenport 1968]. Although no longer used in practice, several other techniques including QUaternion ESTimator (QUEST), EStimators of the Optimal Quaternion (ESOQ-1 and ESOQ-2) are developed directly from the q-method [Markley & Mortari 2000]. Attitude filtering processes attitude estimates, either smoothing and deriving velocity estimates. As the introduction of colour information does not impact the determination of the attitude transformation or attitude filtering phases, these approaches will not be explicitly developed or analysed in this study.

2.4 Spectrophotometry

Spectrophotometry is the measurement of the wavelength dependent flux emission of different stellar bodies (e.g. stars). This section considers the most relevant topics of spectrophotometry needed for colour star tracker design. These topics include the definitions and measurement scales of spectral flux and magnitude; star spectra classification; star and spectral flux catalogues; and, Earth’s atmospheric attenuation.

2.4.1 Spectral Flux and Magnitude

A star behaves as a point source defined by the irradiant spectral flux density, $F(\nu)$, where $\nu$ is the photon frequency. The spectral flux density describes the amount of
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energy per second, per unit frequency striking a unit area of the star tracker. The unit frequency can be converted to unit wavelength as:

\[ F(\lambda) = F(\nu) \frac{c}{\lambda^2} \]  

(2.17)

where \( \lambda \) is the wavelength and \( c \) is the speed of light. Planck’s law can act as a basic approximation for the spectral flux density, but fails to include the non-ideal features of the star spectra [Carroll & Ostlie 1996]. These features include atomic emission lines, attenuation due to interstellar material, Balmer discontinuity, and chemical impurities in the star. Instead of approximating the spectral flux density, it makes more sense to use empirical datasets (e.g. spectral catalogues).

Spectral flux density, observed from Earth, varies significantly making comparisons between stars difficult. The visual magnitude system resolves the difficulty using a logarithm of spectral flux density ratios as observed over through visual bandpass filter:

\[ m_V = -2.5 \log_{10} \left( \frac{\int V(\nu) F(\nu) d\nu}{\int V(\nu) F_0(\nu) d\nu} \right) \]  

(2.18)

where \( F_0(\nu) \) is the reference spectral flux density and \( V(\nu) \) is the visible magnitude filter [Carroll & Ostlie 1996]. The original reference star for the visual magnitude system was \( \alpha \) Lyr (Vega). However, this value has since been superseded by a theoretical source that defines a spectral flux density for star of \( m_V = 0 \) in the centre of the visual filter band as \( F_0(\nu) = 3.64 \times 10^{-23} \text{ J} \cdot \text{s}^{-1} \cdot \text{m}^{-2} \cdot \text{Hz}^{-1} \) [Bessell 1979].

For electronic sensors, it can often be more advantageous to express the magnitude as the ratio of photon flux instead of spectral flux density. Given the photon energy of \( E_{ph}(\nu) = h\nu \), the photon flux density becomes:

\[ \Phi_q = \int \left( \frac{F(\nu)}{E_{ph}(\nu)} \right) \eta(\lambda) d\nu \]  

(2.19)
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\[
\Phi_q = \int \left( \frac{F(\nu)}{E_{\text{ph}}(\nu)} \right) \eta(\lambda) \, d\nu \tag{2.20}
\]

The resulting photoelectric magnitude becomes:

\[
m_q = -2.5 \log_{10} \left( \frac{\Phi_q}{\Phi_{q,0}} \right) \tag{2.21}
\]

where \( \Phi_{q,0} \) is the photon flux for the same reference star used for the visual magnitude system \cite{Roy & Clarke 2003}.

### 2.4.2 Star Classification Systems

While not typically relevant for MST, star classification methods provide a useful means of aggregating data for the analysis. The Morgan-Keenan-Kellman (MKK) system is the primary method of broadly classifying stars according to their spectral and physical properties \cite{Morgan & Keenan 1973}. The MKK system divides the classification based on two physical parameters: temperature and luminosity. The temperature classification scale divides the stars into seven primary groups (e.g. O, B, A, F, G, K, and M), each with approximately ten numerical subgroups. Luminosity types consider five primary groups, expressed as Roman numerals (e.g. I, II, III, IV, and V) and define star size ranging from super-giant to normal.

Figure 2.6 shows the relative distribution of stars in the MKK classification system to a magnitude of \( m_V = 6.0 \). From direct observation, the largest star groups centre around the AV, green main-sequence star, and KIII, red giant-sequence star. The remainder of the stars are grouped randomly among the other classes. This relatively even distribution of star classes, and by extension star colour, suggests that colour will be a useful property in identification.
2.4.3 Astronomical Catalogues

CST requires both spatial and spectral information to identify stars. A wide variety of astronomical catalogues can provide the spatial position and visible magnitude of the stars on the celestial sphere. The Sky 2000 (Sky2K) is a useful example of such catalogues, with nearly complete star entries of $m_V < 6.0$ and containing star entries up to $m_V \approx 10$. Besides the star position, the catalogue also contains the MKK classification; although, many of the higher magnitude entries are incomplete or missing. Since most star trackers would operate with star magnitudes of $m_V < 6.0$, the missing entries are usually not a
A second group of specialized catalogues provide reference stellar spectra for the various star classes, subclasses and luminosity types. A prominent example is the Pickles Atlas, a combination of multiple earlier catalogues [Pickles 1998]. The Pickles Atlas contains a total of 131 spectral entries evenly sampled across multiple star classes. Although only providing a reference subset of stellar spectra, many of the intermediate response can be approximated.

\section*{2.4.4 Atmospheric Attenuation}

Although not a concern on orbit, Earth’s atmosphere imparts three effects onto ground based observations: refraction, diffraction, and attenuation. The effect of atmospheric refraction, as shift of the position, becomes negligible for observations taken near zenith. Atmospheric diffraction causes the PSF to be spread out and vary with air movement, an effect known as scintillation\footnote{Scintillation is the “twinkling” effect of stars observed from the eye.}. For simple optical systems, only by observing from high altitudes (i.e. less atmosphere) can diffraction be minimized.

The Earth’s atmosphere contains a variety of chemical and particulate substances causing attenuation or scattering of photons of certain wavelengths. [Bird & Riordan 1986] present an empirical model for the transmittance of the atmosphere on incident solar flux density, and by extension star flux density:

\begin{equation}
T (\lambda, \epsilon) = T_r (\lambda, \epsilon) T_a (\lambda, \epsilon) T_w (\lambda, \epsilon) T_o (\lambda, \epsilon) T_u (\lambda, \epsilon)
\end{equation}

where $\epsilon$ as the elevation angle and considers the effects of molecular (Rayleigh) scattering $T_r$, aerosol attenuation $T_a$, water vapour absorption $T_w$, ozone absorption $T_o$, and uniformly mixed gas absorption (oxygen, carbon dioxide, methane, nitrous oxide) $T_u$. Figure 2.7 shows a sample attenuation response for a view at zenith, $Z = 0$, and a total precipitable water of 1.5 mm at standard temperature-pressure.
2.5 Conclusion

From this literature review the design and development of [CST] can proceed. It should be noted that some more general topics used in this thesis, such as Bayesian statistics and least squares minimization, were not explicitly reviewed here. Of particular significance was the complete absence of the possibility of using spectral information in the star tracker process within the literature review, despite spectral photometry having a mature development in the field of astronomy. Therefore, to the authors best knowledge, the topic of [CST] is a novel field of research.

Figure 2.7: Atmospheric transmittance response for incident star light.
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Colour Filter Array Star Tracker

To begin the investigation into CSTs, consider the CFA detector. A CFA shares many physical design characteristics in common with conventional monochromatic image detectors. The CFA measures colour by applying a mosaic of different filters to the pixels of the detector, generating simultaneous sub-sampled colour images of the observed scene. Due to nearly identical physical construction, many of the techniques developed for MSTs can be easily adapted to a CFA. This chapter investigates characterizing the hardware of a CFA detector for potential use as a CST; specifically, the process of estimating the critical parameters of colour and star centroid positions.

The sections of this chapter can be summarized as follows. Section 2 provides an overview of the physical construction and design of a CFA detector. Section 3 extends methods for estimating the star parameters (i.e. centroid, intensity) developed for MST to include colour response from a CFA detector. Section 4 considers a three part calibration of the CFA hardware to address the geometric distortion, constraint of the PSF shape, and effects introduced by the CFA at the pixel level. Section 5 reviews the results of the calibration and validation using laboratory facility. Section 6 presents the performance of the CFA hardware using actual night-time sky observations. Section 7 concludes with some specific remarks on the CFA as a potential detector for colour star trackers and possible directions for further development of the hardware.
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3.1 Principles of Operation

As mentioned above, the CFA detector has a filter applied to each pixel to isolate a particular portion of the visible spectrum. Figure 3.1 shows a sample set of filter response curves for a commercially available CFA detector. The spectral region allowing the transmission of light is known as the filter pass-band. Arranging the filters of different colours into a repeating mosaic pattern allows sub-sampled images of different colours to be simultaneously taken of a same scene. CFA detectors only tend to differ from their monochrome counterparts by the addition of the filters.

A variety of CFA mosaic patterns have been proposed [Lukac & Plataniotis 2005]. Figure 3.2 and 3.3 shows examples of two star PSFs imaged using the most common CFA mosaic arrangement: the Bayer pattern. Consisting of two green pixels on the diagonal with a red and blue pixel completing the two-by-two cell, the green pixels occur twice as frequently to approximate the natural sensitivity of the human eye [Holst & Lomheim 2007].

Two technologies exist for filtering the pixels of the CFA detector. The majority of detectors use layers of transmissive dyes. Choice and combination of dyes determines the portion of the spectrum observed [Lukac & Plataniotis 2005]. A new technology, developed by Ocean Optics, applies an interference filter coating producing sharp transitions at the pass-band edges with low signal loss in the pass-band. Interference filters for CFA represent a prime candidate for CST for long term development.

For common availability, a Bayer patterned CFA detector is chosen as the hardware prototype. The specific sensor selected is the Aptina MT9P031-C[apt]. Selection of this model coincides with the development of the ST-16 star tracker; the ST-16 uses the monochromatic counterpart of the sensor (i.e. MT9P031M). Figure 3.4 shows the prototype hardware for the MT9P031-C developed by Aptina.

The filter responses of the detectors using dyes often suffer from a non-negligible loss of light in the pass bands. This effect can be seen in the colour pass bands responses of the MT9P031-C shown in Figure 3.1. The signal loss may prevent the CFA detector from being a viable long-term choice for CSTs. Despite this issue, most of properties and characteristics observed with this detector would likely appear using the alternative
interference filters. Therefore, the MT9P031-C is a suitable prototype to demonstrate concepts of star parameters estimation, but may not be sensitive enough for a deployed system.

### 3.2 Star Parameter Estimation

After isolating the stars from the noise of the image, precise estimates of the position, colour, and magnitude of these stars can be determined. Each pixel filters one of three colours resulting in three sub-sampled component images. The star image response is
modelled as three overlaid PSF functions whose intensities represent the relative contribution of the incident photons for colour. Figure 3.2 shows a sample of two CFA colour star images of two, spectrally different (i.e. red and blue) stars. It can be noted from direct inspection that the hot star has a significantly large values for the blue and green pixels, while the cold star is dominated by red and green.

To determine the parameters of the observed star images, we modify and extend existing estimation techniques developed for monochrome star trackers. Parameter estimation techniques can be grouped into two categories: arithmetic and curve-fitting. The following subsections examine these techniques.
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3.2.1 Arithmetic Estimation

The arithmetic estimation of the centroid of the star image is determined by the spatial first order moment of the pixels. Despite the mosaicked form of the image, the centroid estimation technique developed for the MST sensors can be applied directly to the CFA images. Specifically, the numerical mean using a summation of the intensity weighted pixel locations over a region of interest:

\[
x_c = \frac{\sum_i \sum_j x_{ij} I_{ij}}{\sum_i \sum_j I_{ij}}
\]  

(3.1)

Figure 3.3: Cold (red) star mosaic image response.
$$y_c = \frac{\sum_i \sum_j y_{ij} I_{ij}}{\sum_i \sum_j I_{ij}}$$ (3.2)

where $I_{ij}$ is the pixel value, and $(x_{ij}, y_{ij})$ is the pixel coordinate.

In a monochrome image, the star intensity can be estimated by summing the pixels intensities over the region containing the star; effectively integrating the photons contained in the PSF. A CFA image sub-samples the PSF according to the layout of the filter mosaic. Recognizing the percentage of the true PSF each sub-sampled image observed allows for a weighting of the summed response to produce the estimates of the component colour.
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intensities. For a Bayer patterned CFA, the colour intensity estimates become:

\[ I_r = 4 \sum_i \sum_j I_{ij,r} \]
\[ I_g = 2 \sum_i \sum_j I_{ij,g} \]
\[ I_b = 4 \sum_i \sum_j I_{ij,b} \]

(3.3)

where the weighting coefficients result from green pixels occupying half the detector while
red and blue are only a quarter.

The arithmetic estimation techniques are computationally simple. They also do not take
into account the non-ideal effects of the PSF produced by the optics; specifically, the
proper shape of the PSF. If the centroid occurs on a pixel of a particular filter colour,
the remaining colour estimates can potentially be undervalued. Similar to the arith-
metic monochrome estimators, these techniques suffer from amplifying noise due to the
multiplication of large pixel coordinates. The estimates determined using the arithmetic
methods, rather than being used explicitly in the pattern identification process, can in-
stead serve as initial estimates for the more precise, curve-fitting estimation techniques.

3.2.2 Curve-Fitting PSF Models

To achieve improved precision of centroid and colour intensity estimates, a model the PSF
can be fitted to the observed pixel response. Before considering the specific properties
of fitting to the CFA mosaic, consider the model of the PSF. Several models have been
proposed to approximate the PSF of a star tracker.

In an initial study, [McVittie & Enright 2012] proposed a generalized PSF model. Based
on the bivariate Gaussian function, the model

\[ f_{\text{GAUSS}} = \frac{1}{2\pi\xi_x\xi_y\sqrt{1-\rho^2}} \exp \left( -\frac{(x-x_c)^2}{\xi_x^2} - \frac{2\rho(x-x_c)(y-y_c)}{\xi_x\xi_y} + \frac{(y-y_c)^2}{2\xi_y^2} \right) \]

(3.4)
where $\xi_x$ and $\xi_y$ are the scaling parameters in the horizontal and vertical directions, respectively, and $\rho$ is the rotation parameter of the PSF. The generalized nature of the model can be primarily attributed to the quality of the lens; which suffered from a strong astigmatic aberration. As a result, the PSF would tend to form an ellipse aligned with the radial vector emanating away from the OA, hence, the two scaling and rotation parameters.

While using this model some promising initial results were found. However, the large number of parameters describing the PSF caused estimation to be poorly-conditioned resulting in large variations of the estimates. To improve upon these results, a reduction in the number of parameters is necessary. Improving the quality of the optics (i.e. replacing the lens) eliminates the astigmatism, removing the need for rotation and multiple scaling parameters.

Instead of (3.4), three standard symmetric models are considered; specifically, the Gaussian, Lorentzian, and Moffat functions. The symmetric Gaussian function is expressed as:

$$f_{\text{GAUSS}}(x, y, x_c, y_c, \xi) = \frac{1}{2\pi\xi^2} \exp\left(\frac{-(x-x_c)^2 + (y-y_c)^2}{2\xi^2}\right)$$  \hspace{1cm} (3.5)

where $\xi$ defines the spatial scaling. Similarly, the Lorentz function is given by the expression:

$$f_{\text{LORENTZ}}(x, y, x_c, y_c, \gamma) = \frac{\gamma}{2\pi} \left(\frac{(x-x_c)^2 + (y-y_c)^2 + \gamma^2}{\alpha^2}\right)^{-\frac{3}{2}}$$  \hspace{1cm} (3.6)

where $\gamma$ determines both the shape and scale of the PSF. Finally, generalizing the Lorentz to the Moffat function produces the expression:

$$f_{\text{MOFFAT}}(x, y, x_c, y_c, \alpha, \beta) = \frac{(\beta - 1)}{\pi \alpha^2} \left(1 + \frac{(x-x_c)^2 + (y-y_c)^2}{\alpha^2}\right)^{-\beta}$$  \hspace{1cm} (3.7)
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where $\alpha$ defines the spatial scaling and $\beta$ determines the shape of the PSF.

Figure 3.5 shows a cross-section of the three model responses. The choice of approximation depends upon the specific shape of the PSF observed on the detector. For example, the Moffat and Lorentz models both provide large flares around the base of the PSF to better approximate the true diffraction model of the optics. The Gaussian and Lorentz models require only a single parameter to define their shape and scale; which can aid numerical conditioning during fitting.

To account for the mosaic of the CFA detector, consider the observed response as a spatial sub-sampling of three stacked PSFs, one for each colour pass-band. Assuming a Bayer patterned CFA, a mosaic sampling function for the red pixels can be defined as:

$$M_r = \begin{cases} 
1 & \text{for red pixels} \\
0 & \text{otherwise} 
\end{cases} \quad (3.8)$$

Similar expressions can be derived for the green and blue pixels. Combining (3.8) with (3.5), (3.6), or (3.7) and multiplying by an intensity for each colour provides the functional model of the image response:

$$I(x, y) = I_r \cdot M_r \cdot f(x, y, x_c, y_c, \cdots) + I_g \cdot M_g \cdot f(x, y, x_c, y_c, \cdots) + I_b \cdot M_b \cdot f(x, y, x_c, y_c, \cdots) \quad (3.9)$$

where the scaling parameters $(\alpha, \beta, \gamma, \xi)$ of the PSF are defined independently for each colour. To achieve improved performance using iterative numerical optimizers, (3.9) can be rewritten as ratios of colours with an absolute intensity:

$$I(x, y) = I_0 \left[ \Lambda_{rg} \cdot M_r (x, y) \cdot f(x, y, x_c, y_c, \cdots) + M_g (x, y) \cdot f(x, y, x_c, y_c, \cdots) + \Lambda_{bg} \cdot M_b (x, y) \cdot f(x, y, x_c, y_c, \cdots) \right] \quad (3.10)$$
where $f(...)$ is the PSF model chosen, $\Lambda_{rg} = I_r/I_g$, $\Lambda_{bg} = I_b/I_g$, and $I_0$ now represents the absolute green intensity. While the green response does not precisely match the visible magnitude, it can provide coarse estimate with which to check the performance.

Assuming a Gaussian function representation of the PSF, the model for the image response is defined by eight parameters ($x_c, y_c, I_0, \Lambda_{rg}, \Lambda_{bg}, \xi_r, \xi_g, \xi_b$); similar parameter sets can be derived for Moffat and Lorentz PSF models. The optics of the sensor determine PSF shape parameters. To simplify the estimation process, the shape parameters can be determined off-line through a calibration and held constant for the estimation. Therefore, all models can be defined by five parameters: centroid and component intensities.
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3.2.3 Curve-Fitting Estimation

To actually determine the model parameters, requires application of a minimum least squares optimization. The cost function is defined as:

\[ \varepsilon (u) = \sum_{i}^{m} \sum_{j}^{n} (I(x_{ij}, y_{ij}, u) - I_{ij})^2 \]  

(3.11)

where \( u = [x_c, y_c, I_0, \Lambda_{RG}, \Lambda_{BG}] \) is the parameter vector to be fit. Mapping 3.11 to a single vector representation:

\[ \varepsilon (u) = \sum_{i}^{mn} (I(x_i, y_i, u) - I_i)^2 \]  

(3.12)

allows standard least squares optimizers to be applied to determine the parameters of \( u \).

Many least squares optimization algorithms are available, for this study the heuristic, Levenberg-Marquadt (LM) solver was chosen [Levenberg 1944]. While not guaranteed to yield a solution, the computational efficiency and practical reliability of the LM is sufficient for the online estimation of the star parameters.

3.3 Calibration

Most sensors require some calibration and correction of the observed results to account for non-ideal characteristics and variances in the manufacturing process of the components. The two major components of the star tracker in the observation process is the optical lens and image detector. Calibration of the detector for features such dark offset or fixed pattern noise does not differ from monochrome detectors and need not be explicitly developed\footnote{[Healey & Kondepudy 1994] present an efficient method for calibration of a image sensor that has been considered for the monochrome ST-16 star tracker.}.

[43]
Practical star tracker optics impose three non-ideal, generally non-linear, variations on the observed star images: position, PSF shape, and intensity. The shift in the observed position of the star from the true direction vector is known as distortion. Changes in the PSF shape result from a variation in the focus over the image plane. Variation of intensity, generally decreasing towards the boundary of the detector is known as vignetting. To correct these non-ideal characteristics to produce accurate estimated, we present three calibration procedures aimed at removing systematic errors and to constrain the parameter estimation.

### 3.3.1 Geometric

Correct identification of stars and attitude estimation of the sensor requires accurate estimates of the observed star direction vectors. These factors necessitate development of a model of the sensor with accounting for focal length of the lens, intersection of the optical axis with the detector, transformation to the star tracker chassis, and distortion (i.e. centroid shifts). Appendix A presents the geometric calibration model, originally developed for the ST-16 star tracker, it is applied directly to the prototype CFA hardware.

Determination of the geometric model parameters follows a relatively simple procedure. By imaging a point light source at a known direction relative to the star tracker chassis allows a mapping to observed detector vector. Surveying a large set of point positions with equivalent sensor attitude vectors allows the parameters of the model can be determined using a non-linear least squares minimization.

### 3.3.2 PSF Scale and Shape

The estimation of colour attempts to extract five parameters (i.e. $x_c$, $y_c$, $\Lambda_{rg}$, $\Lambda_{bg}$, and $I_0$) from a limited number of useful pixels composing the PSF response. If the parameters defining the shape and scale of the PSF (i.e., $\xi$, $\alpha$, $\beta$, and $\gamma$) are included in the on-line estimation the high number of parameters can cause variability in the convergence of the estimates [McVittie & Enright 2012]. The scale and shape parameters of the PSF are
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dependent on the optics and remain effectively constant over local regions. As a result, these parameters can be estimated off-line. The on-line estimation uses either a constant value or a lookup table for the region where the PSF is located.

Currently, the analysis is restricted 500 pixel diameter area around the OA. In this region, the scale and shape parameters are assumed constant. Their estimation is achieved by fitting the PSF model to a subset of the pinhole survey. While each PSF uses a distinct centroid and set of intensities, the shape and scale parameters are common for all pinhole images.

3.3.3 Local Pixel Variation

A unique feature of the CFA is a local variation in the observed PSF intensities resulting from the sub-sampling of the colour images. Specifically, the estimated intensity peaks when centroid is located on a pixel of the same colour. The variation can be influenced by many factors, including the choice of PSF model, presence of micro-lenses on the pixels, and dimensions of the active-pixel area. As a function of the mosaic, the variation of intensity within a region is periodic over the area of the Bayer pattern of the CFA.

Again, consider the restricted area around the OA. Using another subset of the pinhole survey, a heuristic model of the variation is derived using a two-dimensional locally-weighted regression of the observed colour ratios at the modulo-2 of the centroid positions [Cleveland 1981]. The model is then normalized to the mean colour ratio of all samples. Specifically,

\[ P(x, y) = \frac{f_{LWR}(x\text{mod}2, y\text{mod}2)}{f_{LWR}} \quad (3.13) \]

where \( f_{LWR} \) is the locally weighted regression function and mod is the modulo operator.

The on-line estimates are corrected by dividing the colour ratios by \( P(x, y) \).
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3.4 Laboratory Testing and Validation

This section examines the laboratory testing and validation of the hardware prototype. First, the laboratory facility and performance characteristics used in testing the prototype hardware is described. Second, a review of the calibration resulted is presented. Third, the performance of the hardware and parameter estimation techniques are thoroughly examined to characterize for the expected performance in the field.

3.4.1 Laboratory Facility

The laboratory calibration and testing facility must allow for precise, accurate, and repeatable measurements. The SAIL facility was designed with the specific intention for the calibration, testing, and validation of sun sensors (e.g. SS-411) and monochrome star trackers (e.g. ST-16). The SAIL facility also serves to prototype and evaluate new sensor technologies, such as the colour star tracker.

The SAIL laboratory consists of a high-precision three-axis gimbaled platform and an artificial star light source. Figure 3.6 shows a picture of the laboratory facility. Mounting the star tracker hardware module to the gimbaled platform allows the sensor to be pointed in any direction and the star image to be accurately positioned anywhere on the image plane. The artificial star source is created by inverting a telescope with a fiber-optic fed pinhole at the normal image plane location. Using a 400mm focal length and 50µm pinhole aperture approximates the angular dimensions of a star (e.g. Betelgeuse) as would be observed in the field. To remove external vibrations on the optical assembly, both the gimbal and telescope are mounted to an air cushioned, inertially isolated table. Containing entire assembly in a sealed dark room eliminates external light sources.

3.4.2 Calibration Results

From the calibration model described in Section 3.3 when combined with the model of laboratory facility allow for determination of correction factors for the prototype hard-
Figure 3.6: Star tracker testing facility
ware. The following subsections describe the specific results obtained from the MT9P031 hardware module.

**Colour Correction**

As shown in Figure 3.7, a strong spatial influence exists for the observed colour response. The peak intensity of the red-green ratio, located at modulo-2 pixel coordinates (1.1, 0.9), coincides almost directly with the location of the centre of the red pixel. The slight offset in position can most likely be attributed to the non-photosensitive region of the CMOS pixel.

Correcting to the raw colour ratio estimates of the validation subset of the pinhole survey results in significant improvement of the statistical behaviour of the measurement. Figure 3.8 shows the statistical behaviour of the raw and corrected response. The correction transforms the response to an effectively normal distribution with a significant reduction in the variance.

Applying these corrections to the remaining portion of the spatial survey produces the estimates of the colour ratios derived with the PSF models shown in Table 3.1. The Moffat PSF model, following the application of the colour ratio correction, demonstrates the minimum standard deviation in the estimates. As a result, the Moffat model can be considered exclusively for the remainder of the analysis.

<table>
<thead>
<tr>
<th>PSF Model</th>
<th>Shape Parameter(s)</th>
<th>$\Lambda_{rg}$</th>
<th>$\Lambda_{bg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic</td>
<td>n/a</td>
<td>0.120</td>
<td>0.1198</td>
</tr>
<tr>
<td>Gauss</td>
<td>$\xi = 1.2856$</td>
<td>0.2667</td>
<td>0.2784</td>
</tr>
<tr>
<td>Moffat</td>
<td>$\alpha = 0.6163 \beta = 1.0022$</td>
<td>0.1203</td>
<td>0.1191</td>
</tr>
<tr>
<td>Lorentz</td>
<td>$\gamma = 1.3315$</td>
<td>0.1595</td>
<td>0.1657</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of statistical colour estimates.
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![Spatial response of raw colour estimates for $\Lambda_{rg}$ colour ratio.](image)

Figure 3.7: Spatial response of raw colour estimates for $\Lambda_{rg}$ colour ratio.

Spatial Calibration

The results of the spatial calibration of the prototype hardware are shown in Table 3.2. As the characteristics are without any particular note, the geometric correction can be expected to perform at a level equivalent to a typical MST.

3.4.3 Parameter Estimation Performance

Following from the calibration, the performance of the centroid and colour estimators can be evaluated in the laboratory. Consider two special performance cases: stationary
Figure 3.8: Statistical response for correction of $\Lambda_{rg}$ colour ratio.

and translating point source. The stationary point source provides an expectation of the ideal measurement performance free of pixel effects. Similarly, the translating point source reveals the impact of sub-sampling pixel effects of the CFA. Table 3.3 shows the comparison of the colour estimates for the two cases. The mean and standard deviation of the estimates are determined using a set of 100 images. A Moffat PSF model is used in both cases.

The translation of the pinhole point source across a local region of detector has a higher standard deviation in the colour estimates. This can again be attributed to the modelling of the PSF shape as a simple Moffat distribution. It would be reasonable to assume that an improved PSF function model could reduce the estimation noise below the current
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Table 3.2: Calibration Results for the MT9P031 Hardware Prototype.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal Distance</td>
<td>( f )</td>
<td>16.05</td>
<td>mm</td>
</tr>
<tr>
<td>Sensor Dimensions</td>
<td>( w \times h )</td>
<td>(2592, 1944)</td>
<td>pixels</td>
</tr>
<tr>
<td>Nominal Pixel Dimension</td>
<td>( \Delta )</td>
<td>2.2</td>
<td>( \mu m )</td>
</tr>
<tr>
<td>F-number</td>
<td>F/#</td>
<td>1.4</td>
<td>none</td>
</tr>
<tr>
<td>Radial Distortion Coefficients</td>
<td>( b_1, b_2 )</td>
<td>((-13.0076, -1.3388))</td>
<td>none</td>
</tr>
<tr>
<td>Distortion Angles</td>
<td>( a_1, a_2 )</td>
<td>((-4.3792 \times 10^{-4}, 7.4298 \times 10^{-4}))</td>
<td>none</td>
</tr>
<tr>
<td>Optical Centre Location</td>
<td>( x_{OA}, y_{OA} )</td>
<td>(1273.91, 918.42)</td>
<td>pixels</td>
</tr>
</tbody>
</table>

values established here.

3.5 Field Images

To establish a true gauge of CFA star colour estimation performance, it is necessary to image actual stars. This section considers the collection of the true star field images and analysis of the parameter estimation capability with real data. First, we describe the selection process for the observation site and collection method of the star images. Second, we process the images by reducing the image noise, running the proposed detection algorithm, and applying estimation techniques. Third, we compare the observed performance with the expected values derived from the catalogue.

3.5.1 Stargazing Site

The sites chosen to gather star images should maximize the amount of starlight while minimizing the impact of deteriorating effects. These effects can include night time

Table 3.3: Comparison of stationary and local translation of star image.

<table>
<thead>
<tr>
<th>Test</th>
<th>( \Lambda_{bg} \mu )</th>
<th>( \Lambda_{bg} \sigma )</th>
<th>( \Lambda_{rg} \mu )</th>
<th>( \Lambda_{rg} \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary</td>
<td>0.79004</td>
<td>0.068503</td>
<td>1.0449</td>
<td>0.060692</td>
</tr>
<tr>
<td>Translation</td>
<td>0.75362</td>
<td>0.079834</td>
<td>1.037</td>
<td>0.074265</td>
</tr>
</tbody>
</table>

51
sky-glow, when near an urban area, jet contrails, that while invisible to the naked eye increase the particulate matter in the atmosphere causing greater scattering for shorter wavelengths. The final observation site was located in Mississauga, a suburb of Toronto. While the optical conditions are not ideal for validation of actual launch hardware; the sky observations at that locations are sufficient for proof-of-concept of the hardware.

### 3.5.2 Star Colour Estimates

Over the period of several nights, a total of 12 stars, of various spectral classes, were observed and imaged over regions of the sky. Table 3.4 shows the list of stars and their associated colour ratio estimates. A sub set of the star parameter estimates are shown in Figure 3.9. A trend can be observed through the mean colour ratios, as the pair of colour ratio shifts from being predominantly blue for the B class stars to red for the K class stars.

When compared to the expected colour ratios, a definitive shift in the response exists for the mean estimate. For the case of the $\Lambda_{bg}$ the values are very similar, with the observed response slightly larger than the expected ratio. In contrast, the observation of $\Lambda_{rg}$ demonstrate consistently higher values than the expectation. The most likely explanation for this behaviour stems from the viewing location, which while near a city, will attenuate the starlight significantly at shorter wavelengths due to particulate scattering from pollution and additional clouds formed from jet contrails. As a result, the red filter response tends to be the highest. The particular filters of the MT9P031C also impact the ratios since the pass-bands have significant common overlap (see Figure 3.1), particularly in the infra-red.

The results also show an increase in the standard deviation compared to the laboratory tests. This increase in variation is also presumed to be caused by atmospheric effects, such as scintillation. Despite the increase, Enright & McVittie 2013 preliminary analysis suggested that identification could be reliably achieved at a standard deviation of 0.1 or less, whereas the results here achieve approximately 0.06 or better. Values sufficient for distinguishing at minimum the major spectral class of the star.
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Table 3.4: Observed Star Parameter Estimates

<table>
<thead>
<tr>
<th>Star Name</th>
<th>Constellation</th>
<th>Spectral Class</th>
<th>( \Lambda_{rg} )</th>
<th>( \mu )</th>
<th>( \sigma )</th>
<th>( \Lambda_{bg} )</th>
<th>( \mu )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>( \gamma ) Cas</td>
<td>B0IV</td>
<td>0.780</td>
<td>1.056</td>
<td>0.066</td>
<td>1.285</td>
<td>1.185</td>
<td>0.075</td>
</tr>
<tr>
<td>Deneb</td>
<td>( \alpha ) Cyg</td>
<td>A2I</td>
<td>0.839</td>
<td>1.027</td>
<td>0.059</td>
<td>1.042</td>
<td>1.236</td>
<td>0.072</td>
</tr>
<tr>
<td>Ruchbah</td>
<td>( \delta ) Cas</td>
<td>A5V</td>
<td>0.8610</td>
<td>1.052</td>
<td>0.049</td>
<td>1.001</td>
<td>1.098</td>
<td>0.067</td>
</tr>
<tr>
<td>Altair</td>
<td>( \alpha ) Aql</td>
<td>A7IV-V</td>
<td>0.872</td>
<td>1.053</td>
<td>0.071</td>
<td>0.977</td>
<td>1.141</td>
<td>0.054</td>
</tr>
<tr>
<td>Caph</td>
<td>( \beta ) Cas</td>
<td>F2III-IV</td>
<td>0.930</td>
<td>1.064</td>
<td>0.046</td>
<td>0.909</td>
<td>1.087</td>
<td>0.060</td>
</tr>
<tr>
<td>Sadr</td>
<td>( \gamma ) Cyg</td>
<td>F8I</td>
<td>0.961</td>
<td>1.151</td>
<td>0.051</td>
<td>0.859</td>
<td>0.953</td>
<td>0.057</td>
</tr>
<tr>
<td>-</td>
<td>( \eta ) Cas</td>
<td>G0V</td>
<td>0.974</td>
<td>1.183</td>
<td>0.083</td>
<td>0.862</td>
<td>0.989</td>
<td>0.070</td>
</tr>
<tr>
<td>Alshain</td>
<td>( \beta ) Aql</td>
<td>G8IV</td>
<td>1.043</td>
<td>1.242</td>
<td>0.079</td>
<td>0.798</td>
<td>0.917</td>
<td>0.069</td>
</tr>
<tr>
<td>Shedir</td>
<td>( \alpha ) Cas</td>
<td>K0II-III</td>
<td>1.066</td>
<td>1.327</td>
<td>0.089</td>
<td>0.783</td>
<td>0.894</td>
<td>0.069</td>
</tr>
<tr>
<td>Gienah</td>
<td>( \varepsilon ) Cyg</td>
<td>K0III</td>
<td>1.066</td>
<td>1.250</td>
<td>0.063</td>
<td>0.783</td>
<td>0.917</td>
<td>0.044</td>
</tr>
<tr>
<td>Tarazed</td>
<td>( \gamma ) Aql</td>
<td>K3III</td>
<td>1.145</td>
<td>1.307</td>
<td>0.073</td>
<td>0.745</td>
<td>0.854</td>
<td>0.041</td>
</tr>
<tr>
<td>-</td>
<td>( \zeta ) Cyg</td>
<td>K5I</td>
<td>1.054</td>
<td>1.311</td>
<td>0.077</td>
<td>0.786</td>
<td>0.830</td>
<td>0.050</td>
</tr>
</tbody>
</table>

While the current size of the field survey dataset is too small to draw any explicit results on the accuracy of the colour ratio measurements, some important observations can be noted. The offset is consistent among most of the entries. This indicates a systematic error that can be corrected through an additional calibration or procedure. The choice of observation site has a significant impact on the observations. In long term development, field data must be collected at locations with minimal atmospheric disruption, ideally at higher altitudes.

3.6 Analysis and Further Improvements

The current methodology chosen for estimating the star parameters is relatively simple; particularly, the use of basic PSF approximation models such as the Gaussian and Moffat functions. Despite this fact the combination of laboratory testing and field observations show that CFA image detectors are capable of measuring both the star position and colour ratios. Typically, the colour ratio measurements demonstrate a standard deviation of approximately 0.07; enough to distinguish between some of the major star classes, but unlikely to provide detail for the star subclass.
Additionally, the sub-sampled nature of the CFA produces a strong spatial variation at the pixel level. With a basic correction, the variation was sufficiently removed to produce normally distributed colour ratio statistics. This would indicate that following the correction, the quality of the measurements would primarily dependent on the read and shot noise of the detector, rather than the PSF location.

A variety of further improvements can be considered to better CFA detector parameter estimation techniques. We list these as follows:

- Refinements can be made to the approximations of the PSF. The PSF model could be directly modelled using the optical design (e.g. ray-tracing) and taking explicit
consideration of detector active area or presence of micro-lenses. Improved PSF modelling would tend to negate the sub-sampled nature of the CFA mosaic images.

- The calibration procedure can be expanded to the entire detector, taking into account other effects introduced by optical aberrations or intensity loss (i.e. vignetting).

- Improved quality of optics chosen, ideally minimizing the impact of aberrations on the PSF could also improve the performance of the estimator.

- Increasing the pixel density of the detector would allow a greater sampling of the PSF, again offsetting the impact of the mosaic images.

- Larger sky surveys, conducted in regions with little light pollution and at higher altitudes, would provide a more accurate measure of the possible on-orbit performance.

The application of any of these suggested improvements will likely increase the estimation quality to a level capable of providing strict star class and probable subclass identification.

3.7 Conclusion

In conclusion, the CFA hardware has achieved the first requirement of colour star tracking: successful measurement of star colour using hardware optically and electronically equivalent to a conventional monochrome sensor. While several issues specific to the operation of the CFA had been encountered, the overall results are very promising with further improvements likely to yield performance necessary for long term development of this hardware technology as a basis for colour star trackers.
Chapter 4

Trichroic Filtered Prism Colour Star Tracker

From the development of the CFA detector sensor, the techniques can be adapted to the TFP hardware. The TFP CST a departure from the single detector designs of the monochrome and CFA colour sensors. Specifically, through a combination of refractive optics (i.e. prism) and specialized filters, light entering the camera is divided by colour between multiple detectors. The particular goal of this chapter will be to characterize the estimation potential of the critical star parameters: position, magnitude, and colour.

This section is organized in the following form. Section 1 reviews the operating principles of the TFP camera. Section 2 shows the development of the star parameter estimation techniques. Section 3 develops a two part calibration, addressing the geometric and vignetting effects of the optics and sensor. Section 4 presents the results of the calibration and validation testing using a laboratory facility and prototype camera hardware. Section 5 examines the night-sky observations. Section 6 concludes with a brief analysis of the overall performance and further directions that could be made to improve the technology.
4.1 Principle of Operation

The TFP camera is a subset of a wider variety of cameras that use multiple detectors and prism assemblies to spectrally divide the light among the detectors. Consider a two detector configuration. A composite prism is constructed by cementing two prisms together with a dichroic filter at the interface \[\text{Born \& Wolf 2003}\]. After light enters the front face of the prism and reaching the dichroic interface, part of the light is transmitted to the adjoining prism while the remainder is reflected as a function of the wavelength. Careful selection of the angle of intersection directs the reflected light toward to an exit facet of the prism where a monochrome image detector is attached. Similarly, the transmitted light can be observed by a second monochromatic detector at another exit facet. The combination of the detectors images produces a full-resolution, multi-colour image of the scene.

As shown in Figure 4.1, the sensor construction can be easily expanded to a three detector configuration. This design typically divides the light into the three primary colours (i.e. red, green, and blue). Two properties result directly from this design. First, each colour component image has the same pixel density as a monochrome sensor. This allows complete imaging of the photon response. Second, the signal is split between the three detectors with the only loss resulting from transmission through the prism and quality of the dichroics. This does come at the cost of increased image noise as each detector produces the noise equivalent to a single monochrome sensor.

The prototype for this study is the JAI AT-200ge camera by Pulnix as shown in Figure 4.2 can also demonstrate another important property of the TFP configuration. Figure 4.3 shows the filter pass bands of the prototype hardware. The property of interest is the narrow transition between the pass bands and stop bands. This directly benefits colour observations providing distinct and independent measurements of different portions of the visible spectrum. Finally, the choice of the red, green, and blue passband filters are purely a decision of the manufacturer. While a more thorough discussion of the choice of filter pass bands will be reserved for Chapter 5, the pass bands of a custom manufactured camera can be chosen to meet most design configurations.
4.2 Star Parameter Estimation

This section presents process of estimating star parameters from the raw image generated by TFP|CST hardware. First, we consider the detection criteria for a multi-detector camera and propose an algorithm to take advantage of its particular characteristics. Second, we consider two parameter estimation techniques for determining the properties of the observed star images.

4.2.1 Arithmetic

An arithmetic estimation determines the centroid as the intensity weighted spatial mean of the pixels. Treating each component colour image independently, the arithmetic parameter estimation does not change from monochrome estimation. Specifically, the spa-
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Figure 4.2: JAI AT-200ge camera.

The mean can be expressed as:

\[
x_{c,k} = \frac{\sum_i \sum_j x_{ijk} I_{ijk}}{\sum_i \sum_j I_{ijk}} \tag{4.1}
\]

\[
y_{c,k} = \frac{\sum_i \sum_j y_{ijk} I_{ijk}}{\sum_i \sum_j I_{ijk}} \tag{4.2}
\]

where \( I_{ijk} \) is the pixel value for the \( k \)-th component image, and \((x_{ijk}, y_{ijk})\) is the pixel coordinate. As each image generates a respective centroid, the individual centroids estimates can be individually calibrated for distortion.

Treating each image independently, the colour intensities are equivalent to the observed intensity from a single image. In functional form:

\[
I_{0,k} = \sum_i \sum_j I_{ijk} \tag{4.3}
\]
where $k$ is the index of the colour component. Similar to the CFA sensor, star colour can be represented independently of the absolute magnitude by taking the ratios of the colour intensities. Considering the TFP, the ratios can be expressed as:

$$\Lambda_{gr} = \frac{I_g}{I_r}$$ \hspace{1cm} (4.4)

$$\Lambda_{bg} = \frac{I_b}{I_g}$$ \hspace{1cm} (4.5)

Using the colour intensity estimates, the final centroid estimate by weighting the indi-
individual centroids based on the relative colour intensity:

\[ x_c = \frac{\sum_k^n I_k x_{c,k}}{\sum_k^n I_k} \quad (4.6) \]

\[ y_c = \frac{\sum_k^n I_k y_{c,k}}{\sum_k^n I_k} \quad (4.7) \]

The increased number of sample points making up the TFP image can improve the performance of the arithmetic estimator. However, these techniques suffer from amplifying noise due to the multiplication of large pixel coordinates. The computational efficiency of the arithmetic estimator make them ideal in determining initial estimates for the more precise, curve-fitting estimation techniques.

### 4.2.2 Curve-Fitting Model

The curve-fitting estimation again draws from the independent nature of the TFP detectors. Considering a single component colour image, an approximation of the PSF response can be fit to the observed pixel intensity pattern as if it were a monochrome image. Due to the full resolution of the component images, a Gaussian function can sufficiently approximate the PSF:

\[ f_{\text{GAUSS}} (x, y, x_c, y_c, \xi) = \frac{1}{2\pi \xi^2} \exp \left( \frac{-(x-x_c)^2 + (y-y_c)^2}{2\xi^2} \right) \quad (4.8) \]

where \( \xi \) defines the spatial scaling of the PSF. The pixel response of the image can be modelled by weighting the PSF model by the colour intensity and treating the coordinates as integers. This can be given as:

\[ I_{ijk} = I_{0,k} \cdot f (x_i, y_j, x_{c,k}, y_{c,k}, \xi_k) \quad (4.9) \]
where \( k \) again notes the index of the component image. The determination of the colour ratios follows from (4.4).

### 4.2.3 Curve-Fitting Estimation

The model parameters are determined using a minimum least squares optimization. Define the least squares cost function as:

\[
\varepsilon (u_k) = \sum_{i}^{m} \sum_{j}^{n} (I(x_{ij}, y_{ij}, u_k) - I_{ijk})^2
\]

where \( u_k = [x_{c,k}, y_{c,k}, A_k, \xi_k] \) is the parameter vector to be fit. Mapping (4.10) to a single vector representation:

\[
\varepsilon (u_k) = \sum_{i}^{mn} (I(x_i, y_i, u_k) - I_{ik})^2
\]

allows standard least squares optimizers to be applied to determine the parameters of \( u_k \). The Levenburg-Marquadt solver is again sufficient for the on-line parameter estimation. Following directly from the arithmetic estimator development, the final star centroid estimate is determined by (4.6) with the colour ratios defined by (4.4). It is important to note that the scaling parameters \( \xi_k \) is determined on-line, again due to the high pixel density.

### 4.3 Calibration

The TFP camera calibration is identical to single monochrome techniques applied separately to each component colour image. The calibration consists of determining corrections for geometric and intensity of the observed stars.
4.3.1 Geometric

The geometric calibration procedure follows directly from Chapter 3, determining values for the intersection of the OA with the detector, focal length, and centroid position distortion parameters. The calibration model can be found in Appendix A. The pinhole point survey is collected simultaneously for all three detectors, guaranteeing their respective alignments both to the hardware chassis and each other.

4.3.2 Vignetting

Practical optical systems also suffer from a large scale spatial variation in observed intensity known as vignetting. Four types of vignetting can potentially be present in the TFP: mechanical, optical, natural, and pixel. While the cause of the vignetting arises from distinct sources in the imaging assembly, the combined effect is a radial drop-off in the observed intensity from optical axis intersection with the detector. The CST requires a correction to provide accurate colour ratios independent of the spatial position on the detector.

Using the same laboratory facility used for the spatial correction, an illuminated matte white surface replaces the inverted telescope; approximating a Lambertian reflectance. This provides a nearly uniform intensity field for the CST. Averaging a series images of the surface, taken from different angles, minimizes any non-Lambertian imperfections in the surface [Healey & Kondepudy 1994]. The variations in intensity due to the vignetting and prism are gradual. By convolving the previous image with a uniform filter and normalizing the image, such that the maximum is 1, results in an empirical representation of the intensity pattern. Storing the complete intensity images on-board would require a significant portion of the available memory. Instead, the intensity pattern is approximated by a piecewise linear interpolation generated from a sub-sampled version of the empirical intensity pattern. Following the spatial correction, the colour measurements

\[ \text{\footnotesize While the CFA also suffers from vignetting, that analysis had been restricted to a small region around the OA where the effect would be at a minimum and with negligible impact.} \]
derived from the parameter estimation are corrected rather than the raw image:

\[ \tilde{I}_{0,k} = \frac{I_{0,k}}{V_k(x_c, y_c)} \]  \hspace{1cm} (4.12)

where \( V_k(x_c, y_c) \) is the vignetting response at the star centroid position for the \( k \) component colour image. The ratios are then determined from the corrected intensity values.

4.4 Laboratory Testing

This section presents the calibration results of the sensor hardware and the laboratory testing to determining the capability to estimate the sensor performance to estimate star parameters. The laboratory testing also serves as a basic validation prior to the evaluation using field observations.

4.4.1 Calibration Results

As described above, calibration of the sensor consists of the geometric and vignetting intensity corrections. The results of the spatial calibration of the prototype hardware are shown in Table 4.1. Most of the characteristics are not noteworthy and can be directly attributed to the quality of the lens and camera hardware chosen for the prototype.

Figure 4.4 shows the vignetting response for the green component image. As expected, the general trend is a radial reduction in the total intensity. The red and blue colour images follow similar behaviours. It is important to recognize that a simple radially weighted vignetting model could be considered, a radial correction cannot correct for the asymmetrical differences in path lengths of light through the TFP assembly. To correctly model those features would require explicit knowledge of the prism manufacture and assembly, typically proprietary information.
Table 4.1: Calibration Results for the JAI200 Hardware Prototype.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal Distance</td>
<td>$f$</td>
<td>25.0948</td>
<td>mm</td>
</tr>
<tr>
<td>Sensor Dimensions</td>
<td>$(m, n)$</td>
<td>(1620, 1236)</td>
<td>pixels</td>
</tr>
<tr>
<td>Nominal Pixel Dimension</td>
<td>$\Delta_x$</td>
<td>4.4</td>
<td>µm</td>
</tr>
<tr>
<td>F/#</td>
<td>f-number</td>
<td>1.8</td>
<td>none</td>
</tr>
<tr>
<td>Radial Distortion Coefficients</td>
<td>$b_1, b_2$</td>
<td>(-4.0229, 0.1962)</td>
<td>none</td>
</tr>
<tr>
<td>Distortion Angles</td>
<td>$a_1, a_2$</td>
<td>(-4.7149 x 10^{-9}, -2.7310 x 10^{-9})</td>
<td>none</td>
</tr>
<tr>
<td>Optical Centre Location</td>
<td>$x_0, y_0$</td>
<td>(798.46, 617.13)</td>
<td>pixels</td>
</tr>
</tbody>
</table>

4.4.2 Performance of Parameter Estimation

Two laboratory tests are considered: imaging of a stationary and small translation point source. Statistics are determined by applying the on-line parameter estimation to a sequence of 50 pinhole images. Table 4.2 shows the estimated parameters from these two tests.

When compared to the tests of the CFA, many interesting features are revealed. The mean colour ratios demonstrate significantly different values. This can be attributed to the difference in the filter pass-bands of the two sensors, where the MT9P031-C has a common infra-red component and significant overlap between the different colours resulting in values closer to 1.00. In contrast, the JAI200 shows distinct, relatively independent pass-bands resulting in the $\Lambda_{bg}$ colour ratio to be very small since the source is dominant within the red to green portions of the spectra.

Of more significant note, the standard deviations of the TFP colour ratios are significantly reduced, by nearly an order of magnitude, compared to the CFA. This different results from the sampling density of the two detectors, specifically the TFP has three times the number of useful lit pixels with which to determine the star parameters. The limited impact of the point source translation can also be attributed to the pixel; an issue that required a special correction of the CFA to correct.

Additionally, we consider the stationary centroid distributions shown in Figure 4.5. All three colour centroids are contained almost entirely within a half pixel, with the blue
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Figure 4.4: Vignetting response for the green component image.

centroids exhibiting a greater variance due to the low intensity of the source at the higher wavelengths.

4.5 Field Validation

The final set of observations taken by the TFP were of actual stars. All images in the set were taken entirely within the span of 2 hours; allowing us to assume constant atmospheric conditions for the period of all the observations. The images were again taken in the city of Mississauga, a suburban area near Toronto.
Table 4.2: Comparison of stationary and local translation of star image.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\lambda_{bg}$</th>
<th>$\lambda_{gr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$ $\sigma$</td>
<td>$\mu$ $\sigma$</td>
</tr>
<tr>
<td>Stationary</td>
<td>0.2127 0.0167</td>
<td>0.3801 0.0089</td>
</tr>
<tr>
<td>Translation</td>
<td>0.2203 0.0197</td>
<td>0.3789 0.0126</td>
</tr>
</tbody>
</table>

Table 4.3 shows the set of stars and the resulting estimates of the colour ratios. To better illustrate the performance, Figure 4.6 shows a subset of the estimated colour ratios. On first inspection, the behaviour of the estimates are consistent with the observations from the laboratory. The increase in variability of the estimates most likely results from the effect of the atmospheric scintillation. Despite the increase, the variation in the estimation more than satisfies the requirements set forth by Enright & McVittie 2013.

Examining the difference between the averaged observation and the expected catalogue values of the colour ratios, an important trend can be observed. The observed colour ratios are consistently lower than those expected. This can be attributed again to the effects of atmosphere, causing shorter wavelengths to be dispersed, resulting in lower intensities for the blue and green response compared to the red. Of particular importance is the offset error is relatively consistent among all the stars observed which, assuming the effect is not due to the observation cite, could be calibrated out as a systematic error. Thereby providing accurate measurements of the colour ratios.

As a final test, a more detailed inspection examines the behaviour of two stars within the set; specifically $\beta$ Umi and $\gamma$ Umi. Appearing very close to each other, the two stars can be observed within the same image. Applying the sensor model and intensity corrections to the raw star parameter estimates, we can observe the quality of the estimates of colour and arc-length produced by the TFP hardware.

Table 4.4 provides the measurements found for this trial. Both the measurement accuracy and precision of the arc-length are either equivalent or less than absolute error of the spatial calibration. The offset error in the colour ratio with respect to the catalogues is higher than expected. Since the errors are consistently positive, this indicates greater attenuation of the shorter wavelengths (i.e. blue). This effect can be attributed to the atmospheric conditions at the observation site; which suffers from proximity to city
lights, high humidity, and jet contrails. Future validation studies will require a more judicious choice of the observation site. Despite the error in the colour ratios, the star pair measurements satisfy the positional requirements for both CST and MST with colour ratios giving a definite orientation to the star pair.

### 4.6 Analysis and Future Improvements

From the combination of the laboratory and field tests, several important observations can be drawn. The TFP camera produces colour ratio estimates of actual star
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Table 4.3: Colour Estimates of Star Field Survey.

<table>
<thead>
<tr>
<th>Star Name</th>
<th>Constellation</th>
<th>Spectral Class</th>
<th>$\Lambda_{bg}$</th>
<th>$\Lambda_{gr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkaid</td>
<td>$\eta$ UMa</td>
<td>B3V</td>
<td>1.222</td>
<td>0.844</td>
</tr>
<tr>
<td>Deneb</td>
<td>$\alpha$ Cyg</td>
<td>A2I</td>
<td>1.003</td>
<td>0.835</td>
</tr>
<tr>
<td>Pherkad</td>
<td>$\gamma$ Umi</td>
<td>A3III</td>
<td>0.9451</td>
<td>0.769</td>
</tr>
<tr>
<td>Sarin</td>
<td>$\delta$ Her</td>
<td>A3IV</td>
<td>0.993</td>
<td>0.783</td>
</tr>
<tr>
<td>Rasalhague</td>
<td>$\alpha$ Oph</td>
<td>A5III</td>
<td>0.917</td>
<td>0.749</td>
</tr>
<tr>
<td>Seginus</td>
<td>$\gamma$ Boo</td>
<td>A7III</td>
<td>0.897</td>
<td>0.703</td>
</tr>
<tr>
<td>Alderamin</td>
<td>$\alpha$ Cep</td>
<td>A7IV</td>
<td>0.900</td>
<td>0.735</td>
</tr>
<tr>
<td>Sadr</td>
<td>$\gamma$ Cyg</td>
<td>F8I</td>
<td>0.6979</td>
<td>0.849</td>
</tr>
<tr>
<td></td>
<td>$\zeta$ Her</td>
<td>F9IV</td>
<td>0.685</td>
<td>0.553</td>
</tr>
<tr>
<td>Kornephors</td>
<td>$\beta$ Her</td>
<td>G8III</td>
<td>0.534</td>
<td>0.477</td>
</tr>
<tr>
<td>Al Dhibain</td>
<td>$\eta$ Dra</td>
<td>G8III</td>
<td>0.530</td>
<td>0.474</td>
</tr>
<tr>
<td>Gienah</td>
<td>$\epsilon$ Cyg</td>
<td>K0III</td>
<td>0.520</td>
<td>0.449</td>
</tr>
<tr>
<td>Celbalrai</td>
<td>$\beta$ Oph</td>
<td>K2III</td>
<td>0.469</td>
<td>0.415</td>
</tr>
<tr>
<td>Kochab</td>
<td>$\beta$ Umi</td>
<td>K4III</td>
<td>0.391</td>
<td>0.356</td>
</tr>
<tr>
<td>Etamin</td>
<td>$\gamma$ Dra</td>
<td>K5III</td>
<td>0.368</td>
<td>0.353</td>
</tr>
</tbody>
</table>

observations within a standard deviation of 0.05, with many cases demonstrating values less than 0.03. As ground observations subject to atmospheric effects, it can be expected that on orbit performance will approach the noise statistics of the laboratory measurements.

Recalling the difference between the CFA and TFP hardware (i.e. colour filter curves and detector noise), a limited comparison can be made between the two devices. The CFA colour ratio measurements typically perform with a standard deviation of 0.06, even under ideal circumstances. In contrast, the TFP demonstrates improved performance,

Table 4.4: Measurements from Star Pair: $\beta$ Umi and $\gamma$ Umi

<table>
<thead>
<tr>
<th></th>
<th>$\beta$ Umi</th>
<th>$\gamma$ Umi</th>
<th>Arclength $\varphi$ [rad]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Lambda_{bg}$</td>
<td>$\Lambda_{gr}$</td>
<td>$\Lambda_{bg}$</td>
</tr>
<tr>
<td>Catalogue</td>
<td>0.425</td>
<td>0.883</td>
<td>1.026</td>
</tr>
<tr>
<td>Mean</td>
<td>0.356</td>
<td>0.562</td>
<td>0.769</td>
</tr>
<tr>
<td>Error</td>
<td>0.069</td>
<td>0.321</td>
<td>0.257</td>
</tr>
<tr>
<td>Std.</td>
<td>0.023</td>
<td>0.027</td>
<td>0.054</td>
</tr>
</tbody>
</table>
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Figure 4.6: Subset of field TFP colour ratio estimates with raw values in pastel, mean in colour, and expected catalogue value in black.

even under poor observation conditions, with an improvement in measurement precision approaching an order of magnitude. More significantly, only a limited calibration similar to monochromatic sensors is required to achieve colour estimates significantly better than what has been seen with the CFA sensor (Chapter 3).

Despite the quality results, further improvements can potentially be made in the estimation and calibration of the TFP hardware. These improvements include:

- More refined modelling of the PSF response, taking into consideration variations in the PSF shape at different locations on the detector. The Gaussian function model
has been sufficient, but explicit consideration of the optics and detector could only serve to improve the estimates.

- Investigate the impact of magnitude on the quality of the parameter estimates. It would be expected that dimmer stars, as they approach the noise floor of the detector, would produce larger variations in their parameter estimates.

- Larger survey of star images at an improved location (i.e. higher altitudes, away from cities) allowing for possible modelling of the detection performance of the hardware and improved validation of the estimation techniques.

4.7 Conclusion

This chapter has established clear evidence for the measurement potential of the TFP sensor. This included developing techniques for the precise and accurate estimation of star colour ratios and centroid in the detector from the raw images. Expanding a basic calibration procedure, sub-pixel angular distance measurements were achieved, sufficient for MST identifications. Therefore, the TFP imaging technologies merit further investigation and could easily serve as a basis for further colour star tracker prototype development.
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Star Detection Trade Study

The detection of stars defines the absolute limits on attitude determination capabilities. Specifically, MSTs require a minimum of three stars within their FOV to potentially determine a unique attitude solution. In contrast, a CST requires a minimum two stars for a potentially unique attitude solution but at the cost of lost light resulting from the measurement process. From this standpoint, the trade study sets a framework for comparison of CST and MST designs to characterize the contribution of colour on the detection performance. This chapter presents an examination and comparative trade study of detection performance for several potential CST designs.

Organization of the chapter proceeds as follows. Section 2 presents a set of detection algorithms tailored for the particular CST designs. Section 3 describes the operation of the full sky detection survey simulations and the sensor configurations used within the study. Section 4 examines the detection performance of the sensor configurations and merit of particular designs. Finally, some conclusions on the detection process and possible improvements to be made to the sensor designs and simulations.

5.1 Detection Algorithms

Most detection algorithms divide into two groups: single image detection and multi-image detection. The single image detection must detect stars from the background image
noise of a single image; typically applied to CFA designs and monochrome sensors. The multi-image detection algorithm examines combination of images to maximize the photon counts. This algorithm applies to the multi-detector designs such as a Dichroic Filter Prism (DFP) or TFP. Although a variety of detection algorithms exist, those chosen consider a relatively simple approach. Motivation for this choice stems from the need to compare the performance of colour star tracker designs to their monochrome counterparts. Since most single image algorithms would potentially produce equivalent incremental performance increases to both sensor types, the additional algorithm complexity would only serve to increase simulation time. In the presentation of these algorithms, it is assumed that the image already has passed a preprocessing phase to eliminate specific detector effects (e.g. dark-offset) [Healey & Kondepudy 1994].

5.1.1 Single Image Detection

The basic detection method applies a raw threshold filter to the image. Any pixels exceeding the raw threshold are treated as candidate stars. A star PSF provides several additional properties that can be exploited by the detection algorithm. For instance, the PSF of a star generally produces a cluster of pixels while a merely noisy pixel is surrounded by background intensity pixels. To identify clusters of pixels, the threshold image is raster scanned. Pixels with adjacent lit neighbours are grouped into a single cluster; a process known as connected-component labelling [Di Stefano & Bulgarelli 1999]. Figure 5.1 shows an example of the two connectivity arrangements: four and eight. In 4-connectivity arrangement, pixels must be vertically or horizontally adjacent to be considered part of the group; 8-connectivity extends the arrangement to include diagonally adjacent pixels. Applying a minimum pixel constraint to the candidate clusters removes small groups of pixels, potentially generated by the image noise, from the detection.

The choice of arrangement depends strongly on the detector. Monochrome sensors produce a unbroken circular group of lit pixels at the star position; ideal for the 4-connectivity clustering. The CFA detector also produces a circular group of lit pixels. However, the different filters of the CFA can cause certain pixels with the group to be unlit due to a low star intensity in that passband. For example, a red M-class star will have fewer or even no lit blue pixels with the group, while the red and green pixels would be lit. In
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Figure 5.1: Connectivity-4 and -8 cluster detection.

these cases, using 8-connectivity clustering would appear to be the better choice. However, including diagonal pixels also increases the chance of a group of noisy pixels being falsely detected as a star. The choice of connectivity then becomes a trade-off between the additional star detections and impact of false star detections.

At this stage of the development, the detection processes are not developed for real-time hardware. As a result, we can avoid explicit analysis of the detection algorithm’s computational performance and be somewhat lenient of the efficiency requirements for programming. Despite this fact, the raw-threshold and connected-component labelling remains one of the fastest single-image detection algorithms available, allowing for easy implementation onto actual star tracker hardware.

5.1.2 Multi Image Detection

Prism based colour star trackers spectrally divide the incident star photons among multiple, independent image detectors with uncorrelated noise. With the exception of the transmission loss through the prism, the entirety of photon signal can be recovered but with the combined noise of three detectors.
The simplest multi-image detection algorithm adds the component colour images to form a single image. As an example, consider the TFP images:

\[ I_{ij,t} = \epsilon_{\text{loss}} (I_{ij,r} + I_{ij,g} + I_{ij,b}) \] (5.1)

where \( \epsilon_{\text{loss}} \) is the transmission loss of the prism. Since the detector noise can be approximated to a normal distribution and as all the detectors can be assumed to be of the same model, the noise variance of the combined image becomes:

\[ \sigma_{ij,t}^2 = \sigma_{ij,r}^2 + \sigma_{ij,g}^2 + \sigma_{ij,b}^2 \approx \sqrt{3} \sigma_{\text{RN}}^2 \] (5.2)

where \( \sigma_{\text{RN}} \) is the single image read noise. The detection algorithm is then be applied to the composite image.

A specialized prism configuration chooses filter pass bands such that one component image receives a significantly larger portion of the incident photon flux. Applying the single image detection algorithm, previously described, the centroid and absolute magnitude can be found for that particular pass band. After correcting for optical distortion between the two images, the absolute magnitude in the other passband can be found by a reduced curve-fit to PSF using the centroid determined from the primary image; reducing the parameters in the estimation.

### 5.2 Sensor Design Framework

The design of the colour star tracker must consider the aspects of MST design; these include detector noise, lens focal length, field of view, lens F/\#, and exposure time. The aspects of the colour sensors, particularly the choice of filter pass bands, must be considered in tandem. Due to differences in design and operation of the colour and monochrome star trackers, selection of these terms can no longer be defined by a single parameter such as maximum star magnitude. The quality of the detection algorithm
can instead be characterized by two characteristics: percentage sky coverage and \textbf{False Detection Rate (FDR)}. From these, a simple metric is derived for choosing potential colour filter pass bands.

\subsection*{5.2.1 Sky Coverage}

Sky coverage is the percentage of the attitude views where a star tracker can detect a the number of stars required for an identification to occur. Two types of successful views can be considered. A marginal view occurs when only the minimum number of stars can be detected. For a monochrome star tracker three stars defines the marginal case while only two stars are needed for the colour star tracker. As a result, the minimum detectable star intensity need not necessarily that of a \textbf{MST} for a \textbf{CST} to start outperforming in the pattern identification process.

Although the marginal case meets the necessary requirements for an identification and attitude solution to occur, views of this types can still be ambiguous and yield multiple solutions. A ‘good’ view occurs when a greater than marginal number of stars can be detected within the scene. In these cases, the additional stars reduce the chance of pattern ambiguity and can generally be assumed to be uniquely identifiable.

The remaining attitude views of the star tracker contain insufficient star and fundamentally cannot be identified. A measure of a star trackers performance is the percentage of attitudes, given no a priori information, where a successful identification can occur. Therefore, a star tracker with a greater number of “good” views can be considered an improvement over one with fewer. The easiest method for detecting a greater number of stars, and by extension increasing the number of “good” views, is to decrease the raw detection threshold.

\subsection*{5.2.2 False Detection Rate}

The event of a star detection occurring due to noise rather than an actual star is a false detection (i.e. type 1 error)\cite{Sheskin2003}. False detections are particularly detrimental
for star trackers. The presence of an additional, invalid point into the observed star pattern can result in the pattern being incorrectly identified. The misinterpreted pattern could produce a significantly different attitude solutions than that of sensor. Minimizing the number of false detections within any detection algorithm becomes a primary concern. We can then define the FDR as the mean number of false-detections per image. The selection of detection threshold now becomes a trade-off between maximizing the number of true stars observed while minimizing the FDR.

Assume that false detections are equally detrimental for both colour as monochrome star trackers. Under this assumption, the FDR provides the second measure for comparing the detection performance of the various star trackers. Together with the sky coverage, sensors of different designs can be compared on an equal footing independently of their specific operations.

### 5.2.3 Colour Filters Constraint

The majority of the parameters that determine detection performance impact both the monochrome and colour star designs. To gain relative improvements between the sensors requires examining the colour pass bands, a design parameter unique to the colour star tracker.

Prior to developing specific filter combinations and arrangements, consider a simpler evaluation metric. The observed photon count for a given photon magnitude using a monochrome star tracker can be defined as:

\[
I_M = I_0 \cdot 10^{-m_M/2.5}
\]

(5.3)

where \(I_0\) is the absolute photon count for the reference star and \(m_M\) is the star photon magnitude\[Carroll & Ostlie 1996].

The colour measurement process divides the monochrome QE spectral response into different regions based on wavelength known as filter pass-bands. The intensity for the
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CFA, CST can then be defined as:

\[
I_{\text{CFA}} = kI_0 \cdot 10^{-m_{\text{CFA}}/2.5} \tag{5.4}
\]

where \( k \) is the attenuation resulting from the colour filtering process. Since the CFA uses a mosaic of filters, the attenuation of the detector can be approximated to the average of the individual filter band-pass attenuations.

Star detection relies on selecting groups of pixels within the PSF that exceed a particular raw threshold. The detection also requires a number of pixels to be included, we can approximate the minimum threshold Signal to Noise Ratio (SNR) for a detection as:

\[
\text{SNR}_M = \frac{I_M}{\sigma_T} \tag{5.5}
\]

where \( I_M \) is the total detector count star intensity for the monochrome image and \( \sigma_T \) is the total noise of the detection process. This approximation of the SNR is too simple to accurately model the absolute detection threshold. However, as both the monochrome and CFA detectors are physically equivalent, the approximation can effectively represent the relative detection threshold between the two sensor types. Assuming an equal minimum SNR necessary for star detection, through algebraic manipulation the relative colour magnitude can be derived as:

\[
\text{SNR} = \frac{I_M}{\sigma_T} = \frac{I_{\text{CFA}}}{\sigma_T} \tag{5.6}
\]

Substituting 5.4 and 5.3 into 5.6 and simplifying resolves to

\[
m_{\text{CFA}} = m_M + 2.5 \log_{10} k \tag{5.7}
\]

The loss in detection magnitude between the CFA and monochrome designs can be approximated to a scaled version of the filter pass-band loss.
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The bound on the detection performance of the TFP star tracker considers the single image formed by (5.1). The intensity of light received by the TFP can be expressed as:

\[ I_{\text{TFP}} = \varepsilon I_0 \cdot 10^{-m_{\text{TFP}}/2.5} \]  
(5.8)

Assume the total noise of the detection process scales linearly relative to the read noise. Using (5.2), the SNR for the TFP becomes:

\[ \text{SNR}_{\text{TFP}} = \frac{I_{\text{TFP}}}{\sqrt{3} \sigma_T} \]  
(5.9)

Again, by assuming equivalent SNR ratios:

\[ \frac{I_M}{\sigma_T} = \frac{I_{\text{TFP}}}{\sqrt{3} \sigma_T} \]  
(5.10)

Substituting (5.1) and (5.8) into (5.10), results in the expression:

\[ m_{\text{TFP}} = m_M - 1.25 \log_{10}(\sqrt{3}) + 2.5 \log_{10}(\epsilon_{\text{loss}}) \]  
(5.11)

The last two terms of (5.11) can be combined to produce the same style of equation as (5.7); specifically:

\[ m_{\text{TFP}} = m_M + 2.5 \log_{10}(k) \]  
(5.12)

The other DFP CST is developed such that one detector receives the majority of the incident photons. Treating it as a monochrome sensor, then the relative detection bound is given by (5.7).

A CST requires the detection of a minimum of two stars while a MST needs three to be capable of identifying the stars in the scene. This difference in detection requirements
allows for a coarse estimate of the maximum sensitivity loss that can be tolerated by the colour filter sets.

Recalling that the total number of stars less than a given photon flux magnitude for the monochrome sensor forms an approximately logarithmic relationship:

\[ \log_{10}(N_M) \approx \text{const.} + g \cdot m_M \]  \hspace{1cm} (5.13)

where \( N_M \) is the number of stars detected by the MST and \( g \) is the fitted linear ratio parameter \cite{Carroll1996}. A similar expression can be derived for a CST as:

\[ \log_{10}(N_C) \approx \text{const.} + g \cdot m_C \]  \hspace{1cm} (5.14)

A CST requires the detection of a minimum of two stars while a MST needs three to be capable of identifying the stars in the scene. This difference in detection requirements allows for a coarse estimate of the maximum sensitivity loss that can be tolerated by the colour filter sets. Constructing this minimum ratio:

\[ N_C \geq \frac{2}{3} N_M \]  \hspace{1cm} (5.15)

where \( 2/3 \) results from the ratio of stars needed to meet the minimum detection requirements. Combining (5.15), (5.13), (5.14), and (5.7), with some algebraic rearrangement, yields the expression for the required minimum filter sensitivity:

\[ k > 10^{\log_{10} \left( \frac{2}{3} \right)/2.5g} \]  \hspace{1cm} (5.16)

A similar expression for the TFP simplifies to:

\[ \varepsilon > 10^{\log_{10} \left( \frac{2}{3} + \sqrt{3} \right)/2.5g} \]  \hspace{1cm} (5.17)
Together these relations determine a coarse lower bound for the sensitivity of the colour filters needed to achieve competitive detection performance between a CST and MST.

5.2.4 Candidate Filters

The monochrome filter response of the MT9P031 detector serves as a baseline for the filter selection. Figure 5.2 shows the approximate curve-fit between the number of stars and maximum detectable magnitude; a linear regression estimates the slope of $g = 0.5035$. Using 5.16, the colour filter arrangement must take in a minimum of 72.3% of the incident photons compared to an equivalent monochrome star tracker.

A variety of potential star tracker designs can be considered. For this study we opt to examine four specific designs. The first and second potential designs use the filter arrangements of the MT9P031c and AT200-ge cameras examined in Chapters 3 and 4, respectively. The third design chooses an modifies the CFA by using an additive colour filter set as shown in Figure 5.3. Specifically, two monochrome pixels are positioned on the diagonal of a two-by-two mosaic, with a yellow and cyan pixel filling the remaining two pixels. The CFA is assumed to be constructed using dichroic filters applied to the pixels. The final design consists of a DFP with one passband receiving a significant portion of the total intensity; Figure 5.4 shows the filter set. In this case, the larger yellow filtered detector is treated as a monochrome sensor, with colour information taken from the other detector following the detection of the stars.

The filter pass-bands for the proposed CST are chosen either from the manufacturer’s specifications or coarsely tuned to exceed 5.16 and 5.17. Table 5.1 shows the comparison of the detection sensitivity of different star tracker filter designs. Direct inspection reveals that manufacturer designs (i.e. MT9P031 and JAI200), fail to meet the minimum sensitivity requirements needed of a CST. Greater sensitivity of the MT9P031-C sensor compared to the JAI200 can be attributed to the common infra-red component of all the colour filters. The remaining custom designs show an improvement over the minimum requirement. Despite no optimization in their choice, the custom filters demonstrate that reaching the minimum sensitivity bound is achievable.

---

1Ocean Optics Inc. has developed a proprietary technique for the precision application of interference filters at pixel level scale.
This study compares the performance of colour compared to monochrome star tracking, not the optimization of a specific design. Several of the sensor parameters are fixed to constant values. For simplicity, we assume the same underlying image detector for all the designs. The only difference is the addition of the band-pass filters or of a prism and additional detectors which do not effect any other characteristics. The particular choice of sensor the MT9P031 detector. Table 5.2 shows the specific characteristics of the sensor. These parameters are very similar to those of the ST-16 star tracker.
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5.3 Methodology of Performance Simulations

To determine the precise detection capability of the viable colour star trackers relative to their monochrome counterparts requires explicitly simulating the detection operation. A variety of methods can be used to simulate the detection operation. For the analysis presented here, the operation is divided into four major segments: numerical modelling of FDR, construction of composite star catalogue, estimation of detection sensitivity, and star scene simulation.
5.3. Methodology of Performance Simulations

5.3.1 Numerical Modelling of False Detection Rate

The FDR for a given raw detection threshold and cluster size can be estimated by a numerical survey of ‘star-free’ background images. Image noise is the detector read-noise, which combines several noise sources. These sources include shot noise, quantization, and amplifier noise. As the shot noise tends to dominate, the background noise can be represented as:

\[ B_{ij} = \mathcal{N} \left( 0, \sigma_{RN}^2 \right) \]  

(5.18)
Table 5.1: Comparison of expected detection performance.

<table>
<thead>
<tr>
<th>Design</th>
<th>Technology</th>
<th>Filter Set</th>
<th>Sensitivity ($k$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Conventional</td>
<td>Monochrome</td>
<td>1.0000</td>
</tr>
<tr>
<td>1</td>
<td>MT9P031-C</td>
<td>Red, Green, Blue</td>
<td>0.4414</td>
</tr>
<tr>
<td>2</td>
<td>JAI200</td>
<td>Red, Green, Blue</td>
<td>0.3727</td>
</tr>
<tr>
<td>3</td>
<td>Custom-CFA</td>
<td>Mono, Yellow, Cyan</td>
<td>0.8494</td>
</tr>
<tr>
<td>4</td>
<td>Custom-DFP</td>
<td>Yellow, Cyan</td>
<td>0.8016</td>
</tr>
</tbody>
</table>

Table 5.2: Sensor Configuration Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-number</td>
<td>$F/#$</td>
<td>1.8</td>
<td>none</td>
</tr>
<tr>
<td>Detector Dimension</td>
<td>$w \times h$</td>
<td>2048 $\times$ 2048</td>
<td>none</td>
</tr>
<tr>
<td>Pixel Width</td>
<td>$\Delta$</td>
<td>2.2</td>
<td>$\mu m$</td>
</tr>
<tr>
<td>ADC Conversion Ratio</td>
<td>$g_{LSB/e^-}$</td>
<td>6.5</td>
<td>none</td>
</tr>
<tr>
<td>Focal Length</td>
<td>$f$</td>
<td>12-25</td>
<td>mm</td>
</tr>
<tr>
<td>Read Noise</td>
<td>$\sigma_{RN}$</td>
<td>25</td>
<td>LSB</td>
</tr>
<tr>
<td>Exposure/Integration Time</td>
<td>$t_{EXP}$</td>
<td>100</td>
<td>ms</td>
</tr>
<tr>
<td>Active pixel area</td>
<td>$A$</td>
<td>75</td>
<td>%</td>
</tr>
</tbody>
</table>

where $\sigma_{RN}$ is the standard deviation of the read-noise. Other noise sources within the image, such as photo-response non-uniformity (PRNU), fixed pattern noise (FPN), or dark offset, are not modelled. Typically, these factors are eliminated during a pre-processing step prior to the application of the detection algorithm.

When the detection algorithm is applied to the simulated background images, any star detections can be treated as false detections. By simulating a large number of images, a FDR can be determined for each raw threshold:

$$T_{raw} = k_{\sigma}\sigma_{RN} \tag{5.19}$$

where $k_{\sigma}$ is the relative threshold coefficient and connectivity arrangement (i.e. 4 or 8). After simulating all the desired detection combinations, a maximum FDR bound is determined. The raw threshold that produces a FDR of $10^{-2}$ false detections per image on the maximum bound becomes the detection threshold for the catalogue star sensitivity analysis.
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The choice to numerically model the FDR results from the complexity of the detection process. Although the models considered in this study are relatively simple, most star trackers would make numerous modifications and enhancements to algorithm and hardware. Making analytical modelling of each detection algorithm tedious with the model useful only for a small subset of sensor designs.

5.3.2 Composite Star Catalogue

A ready made catalogue for the purpose of comparing different star tracker technologies does not exist. The creation of such a catalogue requires consideration of a variety of factors dependent on both the observable stellar spectra, intensity, and visible magnitude combined with the specific characterization of the sensors being examined. A variety of existing star characteristic catalogues, developed by astronomical and astrophysical research communities, can be combined to form a composite catalogue for the observation made using star trackers. The desired including accurate estimates of both spatial and spectral properties. To construct the composite star catalogue requires merging the Sky2000 and Pickles Atlas to form a list of entries containing the stellar positions (i.e. RA and DEC) together with the photon flux for each detector passband.

As all entries in the Pickles Atlas are normalized and scaled corresponding to a zero visible magnitude. The photon flux can be determined from the spectral flux using (2.19), where the QE is chosen for the particular colour pass-band. Since the visible magnitude number is not dependent on the wavelength, it can be separated from the photon flux resulting in the expression:

\[
\Phi_q = 10^{-m_v/2.5} \Phi_{q,0}
\]

where \( \Phi_{q,0} \) is a zero visible magnitude photon flux.

Currently, the Pickles catalogue only contains 131 entries, resulting in numerous spectral class and intensity types unresolved. The missing values can be determined by approximating the response using the available photon flux estimates. Figure 5.5 shows the
photon flux curve with respect to the spectral class of the most common luminosity type (i.e. type V); the values assume a constant visible magnitude. The sharp increase towards the M class stars results from the nearly even distribution of the photon spectral flux over the pass-bands with the peak near the lower boundary of the filter passband. Using the interpolated photon flux response curves and visible magnitudes of the Sky2000 catalogue, the incident photon flux is determined for all valid catalogue entries. Future refinement of the composite catalogue will supplement the missing entries with additional catalogue and field data sources.

5.3.3 Estimation of Detection Sensitivity

To determine the detection sensitivity requires explicitly generating images of stars. Figure 5.6 shows a sample of a simulated star image. The star is modelled as a symmetrical Gaussian function weighted by the expected photon count:

\[
N_{ph}(x, y) = \frac{\pi D^2}{4} \cdot t_{EXP} \cdot \Phi_{ph, incident} \cdot f_{GAUSS}(x, y, x_c, y_c, \xi)
\]  

(5.21)

where \(D\) is the diameter of the primary lens and \(t_{EXP}\) is the camera exposure time. The photon noise of the PSF is in the form of a Poisson distribution. As the photons counts are typically large, \(N_{ph,\text{observed}} \gg 10\), the noise can be represented by a Gaussian distribution of the form:

\[
N_{ph,\text{observed}} \approx \lfloor N(\mu_{ph}, \sigma_{ph}^2) \rfloor
\]  

(5.22)

where \(\mu_{ph} = N_{ph}\) and \(\sigma_{ph}^2 = N_{ph}\) approximate the characteristics of the Poisson statistics [Hubbard 1970]. A single star image then can be approximated as:

\[
I_{Detector} = \lfloor (N_{ph} + B) \cdot g_{LSB/e-} \rfloor
\]  

(5.23)

where \(B\) is from (5.18) and \(g_{LSB/e-}\) is the sensor conversion factor.
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Rather than generating complete star scene images, a sequence of single star images with centroids evenly distributed within a two-by-two pixel area is generated for each catalogue entry. Applying the detection algorithms to each image in the sequence and averaging the number of successful detections, provides an estimate of the detection probability for that particular entry. The two-by-two size results from a need to estimate the impact of the CFA pattern. A survey of the catalogue can be conducted for each proposed sensor configuration. The threshold for the detection is chosen from the FDR analysis to satisfy a rate of 100 images per false detection.
5.3.4 Modelling Star Scene Detection

With the probability of detection available for all valid star entries of the catalogue, the probability of particular star scenes can be derived. The limiting constraint on whether a star scene can be identified is the requirement to observe two stars in a colour image or three in a monochrome image; the marginal detection case. The probability of a scene detection for a given attitude is determined by the following procedure:

- All stars that fall within the field-of-view of the sensor for that given attitude form a list of candidate detections
- Candidate list is sorted by decreasing probability of detection.
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- Starting from the first star in the list, any other stars in the list closer than a minimum distance are removed from the list. This eliminates binaries from the detection, which would be observed as a single star by the detection algorithm.

- Probability of a marginal detection for the scene is determined as the product of probabilities of the first two stars for colour sensors and 3 stars for monochrome.

- Probability of a “good” pattern detection is the product of the first three stars for colour or four stars for monochrome sensors.

Figure 5.7 shows a sample response for an image of the Orion system. It is important to note that despite a significant number of stars within the scene, only a small group achieve detection rates high enough to be considered in the scene.

A set of equally spaced points over the celestial sphere determine the attitude vectors for observation [E. SAFF and A. KUIJLAARS]. The sensor performance is the ratio of the number of attitudes where the probability of detection satisfying the marginal or ‘good’ cases is greater than 99% over the total number of attitudes considered. By definition, any view that is ‘good’ also satisfies the ‘marginal’ requirement.

5.4 Simulation Results

This section examines the results gathered from the full sky survey simulations previously described. The examination can be divided into two forms. First, the cumulative detection performance, with regards to sky coverage, compares the overall coverage improvement gained by the measurement of colour information. Second, specific designs consider the specific improvement in spatial coverage over the celestial sphere. Following the analyses of the simulated data, a general design verdict on the detection performance for the proposed CST designs is made. Included within this verdict are possible directions on improving the detection performance beyond what has been established.
5.4.1 False Detection Rate

The FDR rates are determined for the two types of connected-component arrangements. In both cases, the detection is restricted to cluster sizes of six or more pixels. Figure 5.8 shows the FDRs and bounding curves for a range of raw thresholds. Direct inspection reveals a logarithmic decrease in the FDR for higher thresholds. The pattern within the estimates can be attributed to the discrete nature of the cluster detections. To achieve the desired FDR of $10^{-2}$, $k_{\sigma} = 2.04$ for type four connectivity and $k_{\sigma} = 2.06$ for type eight connectivity (see Section 5.3.1).
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### 5.4.2 Detection Sensitivity

From the chosen thresholds, the detection sensitivity for the particular sensor designs are determined. Figure 5.9 shows an example the detection rate as a function of the star photon flux magnitude for a $f = 16\text{ mm}$ design with type four connected component labelling. The transition between the successful detections and undetectable stars follows smooth consistent pattern for both the colour and monochrome sensors. Only the absolute photon magnitude changes between the sensors. Assuming a detection rate greater than 95%, the limiting photon flux for the monochrome and colour sensors are $m_q = 5.0$ and $m_q = 4.75$, respectively. For the monochrome sensor, this equates to an
approximate visible magnitudes of $m_v = 5.25$; consistent with the performance shown by the S3S star tracker.

5.4.3 Comparison of Sky Coverage

To acquire a better understanding of the performance of the monochrome and colour detection requires an analysis of the specific spatial improvement over the celestial sphere. Figure 5.10 shows a map of the star density over the celestial sphere. The high-density sinusoidal band across the celestial sphere is the galactic equator. Figures 5.11 and 5.12 show the coverage of “good” and marginal views over the celestial sphere. Both sensors exhibit a small failure region near $(RA = 0h51m26s, \ DEC = -27d7m42s)$ which coincides with the galactic south pole; a particularity low density star region.

Table 5.3 shows the complete survey of the possible sensor and detection algorithm configurations considered. Of foremost significance is the improvement shown in the total percentage sky coverage between the colour star tracker designs and monochrome counterpart. For most configurations, the number of ‘good’ views in the colour designs exceeds the combined number of ‘good’ and marginal views of the monochrome sensors.

5.4.4 Analysis and Design Verdict

From the results presented above some significant assessments can be drawn about the colour star tracker hardware. Both the CFA and DFP designs showed improvement in sky coverage performance compared to their monochrome star tracker counterpart. This suggests that, assuming equivalent LIS scenarios, a colour star tracker could outperform the monochrome having a better chance of determining initial attitude given any random orientation. Since the performance improvement results from the selection of the colour filters, then the improvement is an inherent property resulting from the addition of star colour.

The overall performance of both the monochrome and colour star trackers presented here is nothing truly spectacular for the technology. This can be attributed mostly to
Table 5.3: Comparative Sky Coverage Performance Survey of Sensor Designs

<table>
<thead>
<tr>
<th>Detection Type</th>
<th>$f$ (mm)</th>
<th>Monochrome</th>
<th></th>
<th>Additive Colour CFA</th>
<th></th>
<th>Dichroic Prism</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Good</td>
<td>Marginal</td>
<td>Total</td>
<td>Good</td>
<td>Marginal</td>
<td>Total</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>0.4687</td>
<td>0.1824</td>
<td>0.6512</td>
<td>0.5541</td>
<td>0.2026</td>
<td>0.7567</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.6077</td>
<td>0.1703</td>
<td>0.7780</td>
<td>0.6481</td>
<td>0.1898</td>
<td>0.8380</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.6739</td>
<td>0.1532</td>
<td>0.8271</td>
<td>0.7329</td>
<td>0.1598</td>
<td>0.8928</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.7403</td>
<td>0.1339</td>
<td>0.8742</td>
<td>0.7730</td>
<td>0.1381</td>
<td>0.9111</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>0.4692</td>
<td>0.1904</td>
<td>0.6596</td>
<td>0.5314</td>
<td>0.2098</td>
<td>0.7411</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.5890</td>
<td>0.1820</td>
<td>0.7710</td>
<td>0.6352</td>
<td>0.1944</td>
<td>0.8296</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.6688</td>
<td>0.1521</td>
<td>0.8210</td>
<td>0.7120</td>
<td>0.1656</td>
<td>0.8776</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.7378</td>
<td>0.1347</td>
<td>0.8725</td>
<td>0.7678</td>
<td>0.1370</td>
<td>0.9048</td>
</tr>
</tbody>
</table>
Figure 5.9: Detection sensitivity rates of catalogued stars.

the rather simple detection schemes applied. Improved algorithms could be applied to further refine the detection process. These include:

- Thresholding of the arithmetic estimation of integrated intensity as a check to reduce false detections.

- Application of spatial filtering to reduce the noise in the image (e.g. PSF convolutions).

- Combining multiple, sequential images to increase the photon count relative to the image noise.
5.4. Simulation Results

Figure 5.10: Star Density up to $m_q = 6$ at $f = 16\,mm$.

As these improvements are likely to equally impact both the monochrome and colour detection sensitivities, the intrinsic improvement gained by colour measurement would be retained. Additional algorithm improvements that specifically target the colour properties and sensor technologies, such as:

- Correlation between the star images detected from the (tri)dichroic prism filtered colour sensor could reduce the detection threshold for equivalent FDRs.

- Direct consideration of the observed colour ratios, identifying false stars since they do not conform to any known catalogue entry.

Since these algorithm changes specifically target the colour sensors, the improvements would only further increase the performance gain in shown in colour. The specific topic of maximizing detection performance of colour star trackers will be left for future researchers.
Finally, developing the model of the detection process we chose to ignore some characteristics of the observed star scene image. The characteristics of particular note are vignetting and variation in PSF shape across the detector. Despite leaving these features out of the model, the performance improvements demonstrated remain valid as these non-ideal effects would equally degrade the monochrome sensor performance. For designs directed towards practical on-orbit deployment, these characteristics would need to be included into the sensitivity analysis.

5.5 Conclusions

The performance of the proposed colour star trackers designs show a definitive improvement in raw detection capability compared to an optically and electronically equivalent monochrome designs. Of particular note are the formally unresolvable star scenes, due to insufficient stars, that can now potentially be generate an attitude solution. The
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Figure 5.12: Detection coverage of the celestial sphere using CFA-CST.

standard “off-the-shelf” colour sensors proved to be drastically insufficient to meet the performance needed to compete with the monochrome sensors. Due the development of the coarse analysis procedure, a larger variety of colour designs can now be investigated without significant amount of investment.

More significantly, in none of the proposed designs has any explicit optimization of filters or data correlation been considered. This suggests that colour star tracker detection performance can continue to improve beyond the current results. Attention must still be paid to the fact that the minimum number of stars needed in a colour pattern match (i.e. 2 stars) and that of a geometric pattern match (i.e. 3 stars), does not directly address the question of ambiguity within those patterns. Although increased star detection does not necessarily guarantee a reduction of unambiguous star patterns, the reduction in fundamentally ambiguous star scenes does set the performance framework for the explicit analysis of colour star pattern ambiguity.
Chapter 6

Colour Star Patterns

The explicit development of star identification algorithms using colour encompasses a large field of investigation. This can include modification of existing identification algorithms and development of algorithms unique to access of colour information. In a joint preliminary study, [Enright & McVittie 2013] developed initial assessments of colour star pattern ambiguity and proposed a prototype identification algorithm.

This chapter extends this preliminary study to assess the ambiguity within star patterns expected from the viable CST designs proposed in Chapter 5. Restricting the study to star pair matching, the potential limits of star identification using colour information can be defined without direct dependence on a particular search algorithm. Additionally, the analysis also provides a useful comparison to the performance of equivalent monochrome pattern identification.

The chapter divides into the following sections. Section 2 describes the design of the potential star pattern catalogue; particular emphasis applied to the structure of the star pair feature set. Section 3, through the application of Bayesian statistics, presents of method for quantifying ambiguity within observed star pairs and scenes (i.e. 3 or more stars in FOV). Section 4 describes possible star pair parametrizations, the method for simulating the expected star scenes and quantifying the ambiguity relative to the candidate hardware. Section 5 presents the results of the statistical simulations; with particular emphasis regarding the relative performance to equivalent MST sensors.
6.1 Pattern Catalogue Design

Designing a catalogue of star patterns requires determining an effective quantifiable representation of the star patterns. The choice of pattern must also consider the methods used to search, compare, and distinguish the star pattern within the catalogue; often achieved by eliminating redundant information and parameters within the pattern representation. This section proposes a possible representation for the star pattern information and considers a method for effective catalogue comparisons.

6.1.1 Characterizing Star Pairs

From Chapter 2, a wide variety of star pattern representations already exist in the literature. Star pattern representations include those composed from star triplets (e.g. side-side-side, side-angle-side, and triangle areas), those with larger star groupings (e.g. flower algorithm and grid algorithm). Introducing star colour characteristics into these pattern representations presents an entire new avenue of research. This study provides the groundwork for these future developments by applying the properties of star colour to the most primitive star pattern available, a star pair.

The only geometric feature of a star pair is the angular distance between the two stars. Angular distance between two stars is defined as:

$$\varphi_{ij} = \arccos (s_i^T s_j)$$  \hspace{1cm} (6.1)

where $s_i$ and $s_j$ are the unit direction vectors observed in an image. While not explicitly considered in this study, computational efficiency can be gained by storing the angular distance as $\cos \varphi_{ij}$ rather than explicit angle, removing the requirement to calculate the inverse trigonometric function. Adding star colour characteristics into the pattern representation, a star pair pattern contains three unique characteristics: the star colours
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(one for each star) and the angular distance between the two stars. The star pattern representation can be stated as:

\[ x_{ij} = [ \Lambda_i \varphi_{ij} \Lambda_j ]^T \]  

(6.2)

with the colour characteristics defined by the vector:

\[ \Lambda_i = [ \Lambda_{bg} \Lambda_{rg} ]_i \]  

(6.3)

where \( \Lambda_{bg} \) and \( \Lambda_{rg} \) are the ratios of star colour intensities for star \( i \) (see Sections 3.2.2 and 4.2.1).

In this instance, the colour characteristic vector, \( \Lambda_i \), contains two ratios of colour intensities. However, the colour vector can be easily extended to include an arbitrary number of colour ratios and absolute colour intensities; allowing magnitude to also be a feature of the star pair identity. Using this formulation, the star pair now contains both an angular separation distance and, resulting from the colour, a direction. As a result, a star pair can potentially be uniquely defined within the catalogue of possible star pairs. In the special case where no spectral information is used or available, the star pair vector, \( x_{ij} \), degenerates to the classical monochrome angular separation formulation.

6.1.2 Comparison of Star Pairs

Direct comparison of angular distances, such as the case of MST, requires no special treatment. Introducing colour characteristics in the star pair representation no longer allows for simple comparisons since the measurement of angles and colour ratios do not share common units. To resolve this problem, comparison of star pairs can be made using the Mahalanobis distance:

\[ \Delta_{ij}^2 = (x - \mu_{ij})^T \Sigma^{-1} (x - \mu_{ij}) \]  

(6.4)
where $\Sigma$ is the covariance matrix of the estimates and $\mu_{ij}$ is the expected value of star pair being compared. In this form, the angular distance and colour ratios are weighted according to their uncertainty, allowing both measurements to be justifiably used together.

Assuming that the angular distance and colour estimates are statistically independent, then the Mahalanobis distance simplifies to a normalized Euclidean distance. Specifically, removing the cross-covariance terms representing the noise matrix as follows:

$$\Sigma = \text{diag}\left(\sigma^2_\Lambda \quad \sigma^2_\varphi \quad \sigma^2_\Lambda\right)$$

(6.5)

The variance of the angular distance and colour characteristics can be determined from empirical testing and evaluation (see Sections 3.4.3 and 4.4.2).

### 6.1.3 Star Pattern Catalogue Entries

The actual star pattern catalogue can be constructed following a simple set of rules for all the entries. A particular star pair entry in the catalogue, defined as $C_{ij}$, follows directly from the definition of the star pair representation vector:

$$C_{ij} = \begin{bmatrix} \Lambda_i & \varphi_{ij} & \Lambda_j \end{bmatrix}^T$$

(6.6)

where the colour ratios and angular distance are determined from available star spectral and astronomical data catalogues (see Chapter 5 - sec. 3.2). For a practical implementation, the catalogue entries can be arranged into a descending order either based on the angular distance or colour allowing for a hash table implementation to quickly eliminate large portions of the catalogue without the need for direct comparisons.

To reduce the size of the catalogue, several entries can be eliminated. Star pairs with angular distances greater than the FOV need not be included as they can not practically occur within an image. Star pairs sufficiently close together (e.g. binary pair) can be
removed to eliminate the possibility of an observed pair of star PSFs being merged and interpreted as a single star. Formally, any star pair not satisfying the constraint:

\[
\frac{\theta_{\text{FOV}}}{500} \leq \varphi_{ij} \leq \theta_{\text{FOV}}
\]  \hspace{1cm} (6.7)

need not be included into the catalogue. The choice of 1/500, while arbitrary, proves to be sufficient for the catalogue of the S3S MST and will be adopted here.

While the majority of stars included within the catalogue, observed using broadband colour filters, have effectively constant spectral properties, a small percentage of stars demonstrate variability in their spectral and intensity emissions (i.e. variable stars). For the analyses presented in this study, the star spectral emission are assumed constant; as is the catalogue of star pairs. In a practical implementation, the spectral emission behaviour of variable of stars are well defined, with the period of spectral oscillation (e.g. greater than 1 h) significantly longer than the update rate of a typical star tracker. As a result, any star pair entry within the catalogue containing a variable would be dynamically defined relative to the current time and date.

6.2 Pattern Identification and Ambiguity

While directly developing a pattern identification algorithm can be useful; to validate the effectiveness of CST, more significant insight can be drawn from analysing the ambiguity within the potential star scenes. This section examines the method for classifying a star pair observation to a particular catalogue entry or group of entries. The pattern identification process and determination of ambiguity within a particular pattern derives from Bayesian decision boundaries. Identification of a colour star scene can be divided into two cases: the two star and multi-star scenes.
6.2.1 Pattern Ambiguity

Before direct analysis of the pattern matching operation, it is useful to define the particular types of ambiguity. Star scene ambiguity can be defined as any scene for which an identification cannot be uniquely determined with minimum probability. Two major types of ambiguous star scenes can be defined.

The first type of ambiguous star scene results from an insufficient number of stars to allow for an identification. For a colour star tracker, a two star scene represents the minimum identifiable case. A monochrome star tracker similarly requires a minimum of three stars. Any fewer stars and the scene cannot be uniquely identified. For example, a monochromatic two star scene cannot be uniquely determined as the sequence of the image stars cannot be identified producing at least two solutions with a roll difference of $180^\circ$. Ambiguity scenes of this type do not present significant problems for pattern identification as they fundamentally not be matched, they can be easily flagged with no attitude solution returned. This type ambiguity has already been developed in Chapter 5 and determined primarily by the star tracker hardware.

The second type of ambiguous star scene occurs when two catalogue star scenes are sufficiently close to be interchanged. Certain scenes of this type can be easily identified and flagged as ambiguous being nearly identically represented in the pattern catalogue. Partly dependent on the quality of the parameter measurements, outlying measurements can cause a scene to be occasionally misidentified. These scenes are the most detrimental as the incorrect attitude solution would be passed to the attitude and control navigation system as purportedly as correct.

6.2.2 Pair Matching

The classification follows a Bayesian, maximum likelihood estimator [Duda et al. 2001]. A formulation for the generalized Bayesian classifier error then determines the true ambiguity of the two star scene; with the final goal to determine the effectiveness of the binary classifier ambiguity in identifying the scene. The multi-star identification simply extends the two-star case to determine ambiguity for a scene involving more stars. The
method presented here, while technically a scene matching algorithm, takes no explicit consideration of false detections and developed primarily as a tool for determining star scenes where a proper, on-line pattern matching algorithm could experience ambiguity in the observed scene.

The classifier determines the “best” match for an observed star pair pattern. The classifier, more formally, defines a decision where the catalogue pair with the highest probability of being observed is returned. We can express the classifier as the probability that observation \( x \) belongs to star pair \( ij \); stating the Bayesian theorem as: the probability of being in class \( C_{ij} \), given the observation \( x \),

\[
P(C_{ij}|x) = \frac{P(x|C_{ij})p(C_{ij})}{p(x)} \tag{6.8}
\]

where \( P(x|C_{ij}) \) is the probability of \( x \) occurring given it came from class \( C_{ij} \), \( p(C_{ij}) \) is the probability of class \( C_{ij} \) occurring, and \( p(x) \) the absolute probability of the observation \( x \). Assuming a LIS scenario, then all star pairs share an equal probability of occurring within the FOV:

\[
p(C_{ij}) = 1/N_C \tag{6.9}
\]

where \( N_C \) is the total number of classes. Substituting (6.9) into (6.8) and expanding the denominator:

\[
P(C_{ij}|x) = \frac{P(x|C_{ij}) \frac{1}{N_C}}{\sum \forall C_{ij} P(x|C_{ij}) \frac{1}{N_C}} = \frac{P(x|C_{ij})}{\sum \forall C_{ij} P(x|C_{ij})}
\]

The classifier rule then becomes:

\[
g_{ij}(x) = \text{argmax} \ (P(C_{ij}|x)) \tag{6.10}
\]

which states that \( x \) will be classified based on the match with greatest probability.
From Chapters 4 and 5, the statistics of the star pair observations can be interpreted as normally distributed with known characteristics. A Mahalanobis distance between the observed and catalogue star pair parameter vectors provides an easy method of normalizing the relative contribution of colour and distance information. Expressed as a natural logarithm, the Bayes classifier rule using a Mahalanobis distance mapping rule becomes:

$$g_{ij}(x) = \arg \max \left( -\frac{1}{2} (x - \mu_{ij})^T \Sigma_{ij}^{-1} (x - \mu_{ij}) - \frac{1}{2} \log (|\Sigma_{ij}|) - \frac{1}{2} \log (P(C_{ij})) \right) \quad (6.11)$$

Again, assuming an equally probable chance of the star pair belonging to any one catalogue pair the final term of (6.11) can be removed:

$$g_{ij}(x) = \arg \max \left( -\frac{1}{2} (x - \mu_{ij})^T \Sigma_{ij}^{-1} (x - \mu_{ij}) - \frac{1}{2} \log (|\Sigma_{ij}|) \right) \quad (6.12)$$

Furthermore, assuming a constant covariance matrix for all catalogue star pairs reduces (6.12) to:

$$g_{ij}(x) = \arg \max \left( -\frac{1}{2} (x - \mu_{ij})^T \Sigma_{ij}^{-1} (x - \mu_{ij}) \right) \quad (6.13)$$

The resulting rule chooses the catalogue pair with the minimum Mahalanobis distance to the observation vector.

### 6.2.3 Scene Matching

To match a star scene only requires extending the pair matching routine to map groups of star pairs. All stars within the scene set are assigned a label, e.g. the first star will be labelled $a$. Stars $a$ and $b$ are considered as the first scene star pair, $S_{ab}$, with the measurement vector $x_{ab}$. The value $x_{ab}$ is compared to the catalogues values to determine
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the Mahalanobis distance to all possible star pairs. This process repeats for all observed
star pair combinations. The candidate scene match is chosen such that all the local star
labels match uniquely to the catalogue star labels and minimize the total Mahalanobis
distance mapping error. For three stars, a scene match is the catalogue star triplet \((i, j, k)\)
that maximize the decision rule:

\[
g_{ijk}(x_{ab}, x_{ac}, x_{bc}) = \underset{H_{ij}}{\arg\max} \left( -\frac{1}{2} (x_{ab} - \mu_{ij})^T \Sigma_{ij}^{-1} (x_{ab} - \mu_{ij}) \\
- \frac{1}{2} (x_{ac} - \mu_{ik})^T \Sigma_{ik}^{-1} (x_{ac} - \mu_{ik}) \\
- \frac{1}{2} (x_{bc} - \mu_{jk})^T \Sigma_{jk}^{-1} (x_{bc} - \mu_{jk}) \right)
\] (6.14)

As the star pair catalogue can often be quite large, the number of entries checked can be
reduced by making note of the statistics of the measurement vector \(x\). Assume \(\Sigma\) takes
the form of a diagonal matrix (i.e. colour and angular distance are uncorrelated).

6.2.4 Classifier Error

Determining the probability of a star pair or scene being incorrectly identified by ex-
tension determines the ambiguity of the scene. Consider the probability of error for an
observed star pair that came from catalogue pair \(C_{ij}\). The Bayesian classifier error rate
is defined as:

\[
p_{\text{error}} = \sum_{C_{ij} \neq C_{\text{max}}} \int_{x \in H_{ij}} P(x | C_{ij}) p(C_{ij}) \, dx
\] (6.15)

where \(H_{ij}\) is the region that the classifier function classifies as \(C_{ij}\) and \(C_{\text{max}}\) is the greatest
classifier [Duda et al. 2001].

To determine the probability of the incorrect identification occurring, treat each star
pair catalogue match as an independent event. As a result, given true scene identity the
probability of identifying each pair for the incorrect scene match is known, the probability
of incorrectly identifying the scene is the product of the individual error probabilities.
Specifically,
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\[ p_{\text{error}} = \sum P(C_{mn} | x_{ij}) \cdot P(C_{no} | x_{ik}) \cdot \ldots \cdot P(C_{no} | x_{jk}) \forall \{m, n, o\} \neq \{i, j, k\} \]

From this formulation, it is apparent that the probability of error for matching a scene would require incorrectly matching the component star pairs. The probability of incorrectly matching a multi-star scene will be significantly lower than the single star pair observation.

As star pair observations take the form of an \( n \)-dimensional normal distributions, with varying decision boundaries, no analytical solution for the probability error can be derived [Cox & Wermouth 1991]. Instead, we consider generating an artificial validation set to determine the probability of error in classification.

6.3 Simulation Methodology

To determine the ambiguity measures defined above requires simulating and pattern matching the expected star scenes. This process is divided into three main operations: scene simulation, pattern matching, and ambiguity analysis. Together, these operations define the potential star identification capabilities of the proposed colour star tracker designs developed in Chapter 5. Again, the equivalent monochrome designs are tested in tandem to determine the overall increase in performance provided by adding colour information. The operations are examined in more detail.

6.3.1 Scene Simulation and Identification

In Chapter 5, a dataset was developed of the probability of star detections for given sensor configurations. For a particular attitude, a set of stars are obtained from the intersection of stars within the FOV and exceeding a minimum detection probability; all cases assume 99% or greater. Choosing four stars with the highest probability of detection and brightness creates the set of stars to be matched. The set of stars is transformed into a set of star pair parameter vectors.
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For each star pair set, the parameter vector is corrupted by the expected noise response of the sensor. Repeating this process multiple times for each star scene forms a basis for analysing the ambiguity expected by a matching routine at that scene. Choosing a sufficiently dense set of attitude vectors evenly spaced over the celestial sphere approximates a random initial LIS start-up condition [Saff & Kuijlaars 1997].

Given a sample image observation set, the pattern matching transforms the observed star parameters into the star pair metric (6.4). Following the matching procedure defined previously, a list of the most likely candidate star pair matches is returned with the probability of the identification. The possible identifications are then compared to the true star identities. Repeating the process for each corrupted image in the set, the probability of correct identification can be founds as the average of the true identifications to the total number of samples in the set.

6.3.2 Ambiguity Assessment

Generating a set of images, \( N = 10^2 \), any matching technique can be applied a sufficient number of times to determine the probability of that scene being correctly identified. A successful identification occurs when the probability for the given scene being correctly identified is greater than 99%. Combined with the detection sensitivity analysis of Chapter 5, the absolute ambiguity over the celestial sphere is determined.

6.3.3 Sensor Configurations

Following Chapter 5, consider the two colour sensor configurations: DFP and CFA. The DFP uses a two colour model that results in a single colour ratio for each star. Combined with the angular separation distance, each star pair is represented by a three parameter vector. Similarly, star pairs observed on the CFA sensor are characterized by a five parameter vector. This consists of two pairs of colour ratios for each star and the angular distance between the star vectors.
In determining the ambiguity performance, consider two sets of measurement noise statistics: experimental and ideal. Table 6.1 shows the chosen measurement statistics used for the ambiguity analysis. The experimental statistics follow directly from the results obtained from the CFA (see Chapter 3) and the DFP (see Chapter 4) prototype hardware. The ideal measurement statistics represent an order of magnitude improvement over the experimental measurements. At present, the physical hardware at the current level of development cannot achieve this performance level. It does, however, establish a target for long term development and viability of the CST technology.

6.4 Results

This section presents the results of the sky survey simulation for determining pattern matching ambiguity. Three major sensor configurations are examined. First, a conventional MST establishes a performance baseline with which to compare the CST. Second, a CFA-CST is presented based upon the custom CFA filter response. The third design is a DFP-CFA, again based on the custom filter response (see Section 5.2.4). This is followed by a general comparison of multiple sensor configurations to determine impact of colour in star pattern matching ambiguity.

6.4.1 Single Sensor Sky Coverage

Consider the ambiguity survey of a single sensor with the experimental statistics. Figure 6.1 shows a spatial distribution of the scene ambiguity for the MST sensor with a focal length of $f = 16\text{ mm}$. Almost all the MST sensor scenes demonstrate either zero or

<table>
<thead>
<tr>
<th>Measurement Source</th>
<th>Angular Distance $\sigma_\varphi$</th>
<th>Colour Ratio $\sigma_\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>$2 \arctan\left(\frac{0.1\Delta_{\text{pix}}}{f}\right)$</td>
<td>$5.00 \times 10^{-2}$</td>
</tr>
<tr>
<td>Ideal</td>
<td>$2 \arctan\left(\frac{0.05\Delta_{\text{pix}}}{f}\right)$</td>
<td>$5.00 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
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perfect detection probabilities. This property stems from the ambiguity of three star scenes which despite containing only the minimum number of stars needed for a pattern match still provide sufficient information for a unique solution.

Figure 6.2 shows the spatial probability survey of correctly identifying the observed star scenes for the CFA sensor. Unlike the monochrome response, the CFA spatial probability distribution demonstrates minor variations particularly in the regions occupied by marginal scenes (i.e. 2 stars). This behaviour is expected as a lone star-pair can have many neighbouring catalogue entries, causing an observation to be misidentified. If the star tracker is allowed to return estimates with less than 99% probability, many additional star scenes can potentially be identified.

Consider now the performance of the MST when using the improved statistics, as shown in Figure 6.3. Compared to the previous response, very little improvement has been gained. This results directly form the limiting three star requirement. In contrast, the coverage of CST with the improved measurements increases significantly, as shown in Figure 6.4. This increase is particularly noticeable near the centre, which coincides with the south galactic pole (see Figure 5.10). In this area, while a many attitude exist containing two detectable stars, very few contain three. As result, the CST can capture and identify regions of the sky fundamentally inaccessible to equivalent MST designs.

6.4.2 Design Performance Survey

From the single design considered previously, the performance analysis can be extended to a field of candidate colour star tracker designs. Table 6.2 presents the resulting sky coverage for colour and monochrome star trackers of varying focal lengths. Direct inspection shows that using the experimental star pair measurement statistics with a probability of correct identification of 99% of better, the colour star trackers cannot achieve sufficient sky coverage to match the performance of the monochrome sensor. Even with a reduction in the probability of identification to 90%, produces little significant increase in sky coverage for the colour sensors while the monochrome performance remains relatively unchanged. The performance increase results from the limited number of marginal star scenes for the monochrome sensor.
Figure 6.1: Spatial probability of ambiguity for monochrome sensor, $f = 16$ mm.

When the measurement statistics are assumed to be at a higher level of precision (i.e. ideal estimates). The gap between the CST and MST designs closes to near equal value. There is also a noticeable performance difference between the CFA and DFP, with the CFA ahead. This can be directly attributed to the difference in dimensionality of the star pair metric. Where the DFP only has one colour per star, the CFA has two.

### 6.5 Analysis and Further Improvements

From the results presented above, several important properties of potential colour star tracker performance can be derived. Assuming optically equivalent designs, the colour star tracker can approach monochrome star trackers in terms of total sky area where a true and unambiguous attitude solution can be found. The absolute performance of the
### Table 6.2: Comparison of ambiguity in colour and monochrome star tracker designs.

<table>
<thead>
<tr>
<th>Sensor Type</th>
<th>Focal Length $f$ [mm]</th>
<th>Distribution of Star Scenes</th>
<th>Experimental Unambiguous Scenes</th>
<th>Ideal Unambiguous Scenes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Good</td>
<td>Marginal</td>
<td>$P \geq 0.99$</td>
</tr>
<tr>
<td>Monochrome</td>
<td>12</td>
<td>0.4765</td>
<td>0.1820</td>
<td>0.6215</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.6255</td>
<td>0.1540</td>
<td>0.7430</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.6655</td>
<td>0.1635</td>
<td>0.7550</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.7440</td>
<td>0.1280</td>
<td>0.8025</td>
</tr>
<tr>
<td>CFA</td>
<td>12</td>
<td>0.5545</td>
<td>0.2020</td>
<td>0.5545</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.6515</td>
<td>0.1905</td>
<td>0.6515</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.7245</td>
<td>0.1620</td>
<td>0.7245</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.7550</td>
<td>0.1360</td>
<td>0.7750</td>
</tr>
<tr>
<td>Dichroic Prism</td>
<td>12</td>
<td>0.5125</td>
<td>0.2180</td>
<td>0.5125</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.6135</td>
<td>0.2050</td>
<td>0.6140</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.6805</td>
<td>0.1765</td>
<td>0.6805</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.7500</td>
<td>0.1450</td>
<td>0.7505</td>
</tr>
</tbody>
</table>
The pattern matching used in the simulations does not formally constitute a star identification algorithm. However, very little would be required to adapt the identification method into a proper algorithm. The majority of development in this area would centre on efficiency in the pair and pattern matching, particularly searching the catalogue which has increased in size due to the colour information.

Specific improvements offered from using colour in the star identification process, while currently limited, do suggest greater potential from the identification process.
Figure 6.3: Spatial probability of ambiguity for monochrome sensor, $f = 16$ mm.

- The current evaluation considers a fixed parameter covariance matrix, $\Sigma$, rather than a variable response resulting from differences in photon star magnitude, colour, or angular distance. Modelling these additional parameters would allow for a more consistent fit to the PSF response.

- The effect could potentially allow bright star pairs, formerly ambiguous due to similar dim star pairs, to remove the ambiguity of the pattern and be uniquely identified.

- The current development has not dealt with the topic of false star rejection. As with monochrome star trackers, many methods can potentially identify false stars within a scene. The colour star tracker contains all possible star colour combinations within the on-board catalogue. Observed stars that do not fall within a certain range of colour combinations could be flagged as false stars prior to the pattern
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Figure 6.4: Spatial probability of ambiguity of CFA sensor, \( f = 16 \text{ mm} \).

matching phase. A feature that would be unique to colour star trackers and provide additional robustness in the pattern matching phase.

- Ambiguity of two star scenes could be further reduced by considering if the identified pair should be within a dense clustering of stars. If no neighbouring stars exist, the identification would be labelled as a false identification and the next best match would be taken.

Finally, none of the proposed star tracker designs make use of the other intrinsic star property: visible or photon magnitude. It is already been established that including visible magnitude into the identification process of monochrome star trackers will tend to reduce ambiguity in the observed star scenes. Therefore, combining absolute photon magnitude with colour ratios would allow additional star scenes to be uniquely identified where formerly ambiguous. This feature would be particularly
6.6 Conclusions

Demonstrated in this chapter is both the potential and current limitation in resolving star scene ambiguity by introducing colour. With the current estimation statistics the CST cannot compete directly with equivalent MST designs. However, allowing for additional improvements in the parameter estimation, CST has been shown to approach the performance of the MST. Thereby establishing the framework for the development of true colour matching algorithms.
Chapter 7

Conclusion

This thesis investigated the possibility of improving the fundamental performance of star trackers by including the property of star colour in combination with geometric features of star patterns. Together with brightness and position, star colour is an intrinsic feature of any star scene. Star colour thereby provides an additional, independent dimension of information on a star scene that can be used to disassociate otherwise similar stars. This also comes at a loss in star brightness which translates directly to a decrease in the number of stars observed. With fewer stars available, star patterns become more difficult to correctly identify; reducing the percentage of the sky with unique attitude solutions.

7.1 Empirical Findings

Accomplishing the objectives of this thesis produced a significant collection of empirical findings and properties. Collectively, they establish the performance and capabilities, both current and expected, for CSTs. The specific findings are summarized in the following subsections.
7.1.1 Colour Measurement Characteristics

Two practical hardware technologies were considered: CFA and TFP. The CFA used adapted monochrome parameter estimation techniques, accounting for the mosaic arrangement of the pixel filters to extract three colours and, by extension, two colour ratios. The ratios revealed a periodic variation due to the mosaic pattern, corrected using a simple spatial weighting factor. A combination of laboratory and night-sky tests demonstrated consistent measurements, showing approximately normal statistical distribution.

The TFP creates three simultaneous full-resolution colour scene images. Conventional monochrome parameter estimation techniques were applied to each image independently. Colour ratios formed from the absolute intensities of each image. Again, a combination of laboratory and field tests demonstrated consistent and accurate measurement quality.

Together, the CFA and TFP characterize the expected performance of the CST. Both technologies demonstrate the ability to measure colour to a degree capable of distinguishing star classes, but not necessarily the subclass. Between the two sensors, the TFP showed precision in the colour ratio estimates, which can be directly attributed to the higher pixel density compared to the CFA design.

7.1.2 Detection Sensitivity Trade Study

Characterizing the detection sensitivity of the CST necessitated the development of a method of comparison with MSTs to establish the fundamental improvement or loss imparted by colour measurement. Using the assumption that a false star detection is equally detrimental as achieving a correct attitude solution, a necessary condition for success of a CST was determined. Formally, the combinations of the CST filters must exceed a minimum value in order for greater two star sky coverage to exceed the limiting regions of three star for the MST. For the detectors chosen in this study, the colour filters must exceed a minimum of 72.3% sensitivity.

Applying this relation, it was determined that the filter responses for the practical hardware prototypes (i.e., red, green, and blue colours) were insufficient. This prompted the
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design of an additional [CFA] (i.e. yellow, white, and cyan) and [DFP] (i.e. yellow and red) filter sets. In both cases, the predicted response exceeded the necessary minimum condition.

A trade study between the [MST] and the two proposed [CST] was examined for several optical designs; specifically a variation in wavelength. The assessment numerically modelled the star imaging and detection process to determine the expected number of stars that would be within the sensor [FOV] over an approximately even distribution of views around the celestial sphere. Despite a simple raw threshold and connected component label star detection scheme, the simulations demonstrated a definitive increase in the number of 'good' and 'marginal' views for both [CFA] and [DFP] compared to an optically equivalent [MST].

To correctly simulate the expected detection performance of the different sensor configurations also required the construction of a custom colour star catalogue. Merging the Sky2000 astronomical and Pickles spectral databases, formed a unified star catalogue containing the inertial star position, photon spectral magnitude, and expected colour ratios for the different filter responses. While the catalogue is incomplete for increasing stellar magnitudes, the method deriving the expected colour ratios can be applied to the missing entries with additional stellar database sources.

7.1.3 Colour Star Pattern Ambiguity

Determining the ambiguity of the star patterns prompted the development of a primitive colour pattern matching, extending directly upon the original pair identification technique. Using a basic Bayesian Maximum Likelihood Estimator (MLE), the pattern matching routine was applied to a series of simulated star scenes with the measurements corrupted by parameter estimation noise. Two types of noise were considered: expected statistics as observed from the experimental hardware testing and a set of refined statistics that could be anticipated from improvements in hardware design and [PSF] modelling.

Using the hardware measurement statistics, the majority of the 'marginal' patterns in the proposed [CST] could not be uniquely identified with sufficient reliability to be deemed
unambiguous. When compared to the success rate with the 'marginal' scenes for the current CST designs cannot achieve the same total sky coverage.

When the refined measurement statistics were considered, a subset of the CST designs demonstrated an increase in sky coverage compared to their MST counterparts. Additionally, many of the lone star pair scene, while unable to meet the 99% probability of correct identification, were able to be correctly identified with a 90% probability.

7.2 Implications to Star Tracker Technology

The introduction of colour features, as developed in this thesis, has been a novel concept in the field of star tracker design. The ultimate goal of improved performance for CSTs over equivalent MST designs has yet to be achieved. Despite this fact, the collection of empirical results already demonstrates independent solutions to many of component issues needed to achieve this goal. These solutions are summarized as follows.

7.2.1 Basic Techniques

Using only basic techniques for parameter estimation, detection, and pattern matching a significant amount of insight into the problem of colour star tracking has been gleamed. Estimates of the colour intensities and ratios depend strongly on the detector construction and PSF model approximation; particularly for the CFA based sensors. Yet, the colour ratio estimates were already approaching the precision necessary for a competitive increase in sky coverage for CST.

The detection sensitivity, considering only a raw threshold and pixel clustering technique, achieved consistently greater detection rates for percentage of potentially unambiguous star scenes for the CSTs compared to equivalent MSTs. The ambiguity study showed that many of these potential scenes remained ambiguous. However, the filters were not optimized for the ambiguity but coarsely tuned to satisfy the detection requirements, significant improvement would be expected in this area.
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Only a limited subset of the proposed optical-filter-detector designs showed a reduction in the total number of ambiguous views and only when considering somewhat idealized measurement statistics. The ambiguity assessment considers a star pair matching routine, that while unable to resolve many of the lone star pairs, demonstrated perfect identification of three or more star groups. As the ambiguity analysis did not take into account other star scene features, expanding the pattern matching with particular attention directed towards resolving the two star scenes could see the CST gaining the increased sky coverage predicted by the detection surveys.

7.2.2 Development and Analysis Framework

A significant by-product of this study was the development of a design framework for CST. Included in this framework are assessments of hardware, determining expected detection rates, and estimation of star scene ambiguity. Additionally, this framework also allows for a side-by-side comparison with the expected performance from optically and electronically equivalent monochromatic star trackers. It is from this framework and additional research that colour star trackers could be easily be brought to a level of on orbit deployment.

7.2.3 Forecast of Break-Even Performance

Foremost, the majority of the techniques considered within the body of this (e.g. parameter estimation, detection, and pattern matching) were developed at a basic level on which to establish a foundation for CST operation. As such, the necessary improvements in the quality of the measurement statistics, detection sensitivity, filter design and pattern ambiguity required for the gain in sensor performance could be readily achieved by expanding on the techniques proposed in this thesis.

While not achieving the desired improvement in star tracker performance, this study has demonstrated that colour star tracking has significant potential as a technology. Minor improvements to the hardware and algorithms presented could easily see colour
star tracker technology achieving this goal of increased unambiguous sky coverage area. Furthermore, if performance above that of a monochrome star tracker can be achieved, the improvement will be independent of the specifics of the design. As result, any new star tracker development project should consider colour as a possible and potentially viable design feature.

7.3 Recommendations for Future Research

The techniques and results developed for colour star trackers in this thesis already show significant promise for the potential of CST. Due to the scope of the work, many potential topics were not explicitly considered but would likely yield further improvements to the current development. The following subsections describe the most promising future research directions for the design and extension of CSTs.

7.3.1 Hardware and Parameter Estimation

The PSF models considered for both the CFA and TFP were approximations to the true response. Refined models of the PSF could improve the precision of the parameter estimates, specifically the colour ratios. The new model should explicitly consider the hardware detector features such as micro-lenses and integration over the active area of the pixel. Also, a thorough modelling of the optics using techniques such as ray-tracing, Fourier-optics, and high-resolution reconstruction would produce a significantly more accurate representation of the PSF. These improvements would likely yield the best results with the CFA where the colour image sub-sampling is particularly detrimental.

7.3.2 Star Detection Techniques

Several improvements can be put forward for the star detection process in CSTs. A variety of techniques for reducing false detections in MST already exist. One example is
calculating the summed response around the central pixel of the PSF to eliminate hot pixels. Most of these techniques, however, would likely equally improve both MST and CST designs. A detection characteristic distinct to the CST is the colour ratios, which for most stars only fall within a particular region of possible colours. Any star not residing within the expected ratio regions could be rejected as a false detection. This rejection could allow a lower detection threshold for the CST compared to the MST.

The TFP sensor has a unique possibility for improvement. Since each image is statistically independent, a star detection would be required to simultaneously occur within all three images. As a result, lower detection thresholds could be applied relative to a single detector. This could allow more stars to be observed despite each detector only receiving a fraction of the total light of the MST.

7.3.3 Colour Filter Design

The choice of colour filters thus far has been a combination of manufactured specifications or coarsely tuned responses to satisfy the detection requirements. No formal optimization of the filter selection has occurred. In selecting the next arrangement of pass-bands, the detection sensitivity and pattern ambiguity should be evaluated in tandem. Specifically, while reducing the number of marginal and ‘good’ star scenes to provide more distinct colours, the ambiguity of those remaining should decrease.

At present only two and three colour models have been considered. As demonstrated in the results, the increase in colour dimension saw a reduction in the total number of ambiguous star scenes. Therefore, a new filter arrangement for the CFA should consider a four-colour model, such as cyan, magenta, yellow, and white. Together producing a possible six ratios, but most likely experiencing some degree of statistical correlation.

7.3.4 Star Identification Techniques

The star identification assessment considered only the basic ambiguity properties of a star pairs. A large variety of star identification techniques developed for MST could
be easily expanded to incorporate the colour features of the patterns. From this point, preliminary investigations into computational efficiency using colour can commence.

A point of particular interest is the ambiguity of the lone star pair scenes; currently the limiting factor in the success of the CST. Several possibilities exist for reducing the ambiguity of the two star scenes. As mentioned, additional colours can be included to expand the star pair parameter vector.

Including, absolute star magnitude or intensity would again decrease scene ambiguity. However, this feature would also have to be applied to MST designs which could redefine the three star limit for those sensors. Star magnitude and pattern density could also be considered as a means of removing invalid matches. Specifically, if a lone star pair is identified as being in a star dense region of sky, the lack of other obvious stars within the image would allow that potential match to be rejected in favour the true identity.

7.4 Conclusion

Colour star tracking has presented a unique and interesting direction for star tracker design and development. From the research presented, it is expected that CST will become a viable piece of sensor hardware and valuable component to many future spacecraft attitude systems.
Appendix A

Geometric Calibration Model

This appendix outlines the model for star tracker geometric calibration. The model is derived from the calibration model of the ST-16 star tracker, which shares most features, including the testing environment, in common with the CST prototypes.

A.1 Model Parameters

Table A.1 summarizes the parameters and constants used in this model. In total, there are 11 intrinsic model parameters and 6 external alignment parameters. If $\phi_i$ are unavailable, set them their nominal values. In this case a small constant bias rotation will be present in the sensor calibration.

A.2 Frame Transformations

The basic frame transformations are unchanged from earlier versions of this calibration note, however we do not distinguish between optical and detector frames (i.e., the $\eta$ parameters from earlier versions of the model have been eliminated).
<table>
<thead>
<tr>
<th>Parameter Type</th>
<th>Symbol</th>
<th>Typical Values</th>
<th>Basis for Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Angles</td>
<td>$\theta_1$, $\theta_2$, $\theta_3$</td>
<td>$[0, \pi/2]$ (rad)</td>
<td>Test input</td>
</tr>
<tr>
<td>Mount Angles</td>
<td>$\phi_1$, $\phi_2$, $\phi_3$</td>
<td>$[0, \pi/2]$ (rad)</td>
<td>Auto-collimator alignment</td>
</tr>
<tr>
<td>Lamp Position</td>
<td>$\phi_1$, $\phi_2$, $\phi_3$</td>
<td>$[0, \pi/2]$ (rad)</td>
<td>Auto-collimator alignment</td>
</tr>
<tr>
<td>Focal Distance</td>
<td>$f$</td>
<td>$16 \times 10^{-3}$ (m)</td>
<td>Test-Stand Alignment</td>
</tr>
<tr>
<td>Lamp Position</td>
<td>$F$</td>
<td>$16 \times 10^{-3}$ (m)</td>
<td>Test-Stand Alignment</td>
</tr>
<tr>
<td>Nominal Pixel Scale</td>
<td>$\Delta x_2$, $\Delta y_2$</td>
<td>$2.2 \times 10^{-6}$ (m)</td>
<td>Assumed value</td>
</tr>
<tr>
<td>Y-axis Scale Factor</td>
<td>$g_y$</td>
<td>1</td>
<td>Calibrator Fit</td>
</tr>
<tr>
<td>Radial Distortion Coefficients</td>
<td>$q_1$, $q_2$</td>
<td>$\sim$</td>
<td>Calibrator Fit</td>
</tr>
<tr>
<td>Distortion Angles</td>
<td>$a_1$, $a_2$</td>
<td>0</td>
<td>Calibrator Fit</td>
</tr>
<tr>
<td>Optical Centre Location</td>
<td>$m_0$, $n_0$</td>
<td>0</td>
<td>Calibrator Fit</td>
</tr>
<tr>
<td>Star Tracker Geometric Parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basis for Value</td>
<td>Symbol</td>
<td>Parameters Type</td>
<td>Typical Values</td>
</tr>
</tbody>
</table>

Table A.1: Star Tracker Geometric Parameters
A.2. Frame Transformations

A.2.1 Lab–End Effector Transformation

The rotations from the lab to mount reference frame follows a simple X-Y-Z Euler angle set, but the sense of the first and third axes are reversed. Thus if $\theta_i$ is the commanded angle to Joint-$i$ then the transformation is:

$$
C_{LE} = R_x(-\theta_1) R_y(\theta_2) R_z(-\theta_3) = \begin{bmatrix}
    c_2 c_3 & c_2 s_3 & s_2 \\
    -s_1 s_2 c_3 - c_1 s_3 & -s_1 s_2 s_3 + c_1 c_3 & s_1 c_2 \\
    -c_1 s_2 c_3 + s_1 s_3 & -c_1 s_2 s_3 - s_1 c_3 & c_1 c_2
\end{bmatrix}
$$

(A.1)

Note that for this expression we use the shorthand $c_i \equiv \cos \theta_i$, and likewise for $s_i$.

The lamp position is expressed in arbitrary units of the form:

$$
\mathbf{r}_{L} = \begin{bmatrix}
    r_{lx} \\
    r_{ly} \\
    1
\end{bmatrix}
$$

(A.2)

A.2.2 End Effector–Mount Transformation

This rotation captures a static rotational bias between the rotational platform and the sensor mounting plate. These rotations cannot be determined by the conventional sensor calibration procedure; they must be measured by a special facility alignment procedure. The choice of representation is arbitrary, so for simplicity we adopt another X-Y-Z rotation:

$$
C_{EM} = R_x(\phi_1) R_y(\phi_2) R_z(\phi_3) = \begin{bmatrix}
    c_2 c_3 & -c_2 s_3 & s_2 \\
    s_1 s_2 c_3 + c_1 s_3 & -s_1 s_2 s_3 + c_1 c_3 & -s_1 c_2 \\
    -c_1 s_2 c_3 + s_1 s_3 & c_1 s_2 s_3 + s_1 c_3 & c_1 c_2
\end{bmatrix}
$$

(A.3)
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Nominally, the first two rotations should be near zero, and the third is approximately $\pi/2$.

A.2.3 Mount-Detector Transformations

This transform takes us from the physical mounting on the interface plate, into the detector. The origin of the detector (and sensor) frames is at the theoretical lens pinhole. We allow an arbitrary tip-tilt-roll rotation between these frames:

$$C_{MD} = R_x(\alpha_1) R_y(\alpha_2) R_z(\alpha_3) = \begin{bmatrix} c_2 c_3 & -c_2 s_3 & s_2 \\ s_1 s_2 c_3 + c_1 s_3 & -s_1 s_2 s_3 + c_1 c_3 & -s_1 c_2 \\ -c_1 s_2 c_3 + s_1 s_3 & c_1 s_2 s_3 + s_1 c_3 & c_1 c_2 \end{bmatrix}$$ (A.4)

The translation vector between the centre of rotation and the origin is expressed in the same scale of $r_l$ above. It is most naturally expressed in frame $D$.

$$r_{sD} = \begin{bmatrix} r_{sx} \\ r_{sy} \\ r_{sz} \end{bmatrix}$$ (A.5)

Roughly speaking all three of these angles should be close to zero.

A.3 Inverse Model

To calculate the star vector, given chief-ray intersection point, we formulate this model in reverse. The calibration model presented here is an inverted version of the model presented by Wang et al. 2008. These are the calculations that we actually need to
perform on-line, to determine the unit vectors to the stars. Starting with the detected centroid location, we calculate the detector-plane displacements from the optical centre.

\[
\begin{bmatrix}
  u \\
v
\end{bmatrix} = 
\begin{bmatrix}
  \Delta_x (m_c - m_0) \\
  g_y \Delta_y (n_c - n_0)
\end{bmatrix}
\] (A.6)

We apply a distortion correction to compensate for the de-centering and prism effects. This is modelled as:

\[
U = \frac{u \cdot f}{a_1 v - a_2 u + f}
\] (A.7)

\[
V = \frac{v \cdot f}{a_1 v - a_2 u + f}
\] (A.8)

From the intermediate coordinates, we calculate a radial correction.

\[
\rho = \sqrt{U^2 + V^2}
\] (A.9)

\[
B = 1 + b_1 \rho^4 + b_2 \rho^2
\] (A.10)

We then have two points on the ray to the star, the focal point:

\[
\begin{bmatrix}
  0 \\
  0 \\
  -f
\end{bmatrix}
\] (A.11)
and the focal plane intersection:

\[
\begin{bmatrix}
BU \\
BV \\
0
\end{bmatrix}
\] (A.12)

Therefore the direction to the star is:

\[
\mathbf{r}_D = \begin{bmatrix}
BU \\
BV \\
f
\end{bmatrix}
\] (A.13)

We can then normalize this vector to arrive at \( \mathbf{s}_D \).

\[
\mathbf{s}_D = \frac{\mathbf{r}_D}{||\mathbf{r}_D||}
\] (A.14)

In operational use we will typically transform this vector to frame \( M \).
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