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1.1.2 Resiliency in RPR

Packet Rings have a natural resiliency advantage [8]. Ring fail-over is often described as
“self-healing” or “automatic recovery.” In practice, ring-based transport systems have
reliably achieved less than 50ms fail-over periods. A Packet Ring protocol can initiate a
“ring wrap” at the nodes surrounding the cut (see Figure 1.2) or packet “steering” by
causing the sending node to redirect packets. In either case traffic can reach the original

destination by going around the ring in the opposite direction in the event of a fiber cut.

Fiber Cut

Wrapped Wrapped

Packet ——p §

Figure 1.2: Recovery From a Fiber Cut

1.1.3 Bandwidth Fairness in RPR

Packet Rings have an inherent advantage for implementing fairness algorithms to
regulate bandwidth usage. Ring bandwidth is a shared resource, and is vulnerable to
exploitation by individual users or nodes. A fairness algorithm is a mechanism that gives
every customer on the ring a “fair” share of the ring bandwidth, ideally without the
straitjacket of a provisioned circuit. A ring-level fairness algorithm can and should

allocate ring bandwidth as one global resource.






fail. QoS technologies provide the fundamental building blocks that are used for future

business applications in campus, WAN, and service provider networks [7].

RPR implemented some of the QoS technologies. Traffic is categorized into three
classes: ClassA, ClassB and ClassC, as proposed by IEEE 802.17 Work Group, which
can be differentiated as different priority traffic, the higher the priority the lower the end-
to-end delay. RPR has the ability to differentiate between low- and high-priority packets.
Just like other quality of service (QoS)-aware system, nodes have the ability to transmit
high-priority packets before those of low priority. In addition, RPR nodes also have a
transit path, through which packets destined to downstream nodes on the ring flow. With
a transit buffer capable of holding multiple packets, RPR nodes have the ability to
transmit higher-priority packets while temporarily holding other low-priority packets in
the transit buffer. Nodes with smaller transit buffers can use bandwidth-control message

to ensure that bandwidth reserved for high-priority services stays available.

As RPR needs to maintain QoS guarantee for service classes, each class of traffic is rate
controlled by a shaper with which token bucket algorithm is running, so the traffic won’t
be sent beyond its predefined rate. . (However the transit traffic is not subject to rate
control.) This also has the effect of limiting the strict precedence of transmit decisions so

that each service class gets its fair share of transmissions.

1.1.5 Classes of Service in RPR

To provide priority to certain traffic, the traffic must first be identified and (if desired)
marked. These two tasks are commonly referred to as classification. As shown in Figure
2.1, mac_intf module in LLC layer accepts upper layer traffic and denotes them as three

classes of service, ClassA, ClassB and ClassC. The service classes are explained next.





















OPNET was originated from a research group in MIT in the early 1980’s and was finally
commercialized and incorporated as a company in 1986. Modeler is one of the software
developed by OPNET, it is now widely used by most major network equipment
manufactures, research and educational institutes, service providers, military and defense
department and so on, some of the names are Cisco, AT&T, NASA, University of

California - Berkeley, etc.

1.2.2 Developing An Alternative Traffic Control Algorithm - Fuzzy
Logic Control

One can realize after extensive study of IEEE 802.17 Work proposal that there are some
limitations of fairness algorithms: when the node congested, the throughput of the node
often oscillates and it causes the throughput of all the upstream nodes to oscillate too. To
overcome it, Fuzzy Logic Control is developed and applied as an alternative. The second
contribution in this thesis is to apply Fuzzy Logic to RPR technology and to prove that

Fuzzy Logic can be used in controlling traffic in RPR.
1.2.3 Devised Equations For The Upper Bound Of Minimal STQ Size

Fairness Round Trip Time (FRTT) is a key parameter to design the size of Second
Transit Queue (STQ), which is used to temporarily hold the low priority traffic while the
node is processing high priority traffic. The size of STQ can not be set too small,
otherwise the STQ can easily overflows; it can not be set too large, neither, otherwise
traffic held in STQ would spend longer time to be processed, thus, delaying the
transmission and degrading the quality of services. Optimizing the size of STQ is an

interesting and challenge work.

IEEE 802.17 Work Ground proposed an equation to estimate the upper bound of FRTT,
however the equation doesn’t provide a true upper bound. The third contribution of this
thesis is to devise a much more effective upper bound equation for FRTT and to estimate

the required STQ size.
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1.3 Thesis Overview

This thesis is organized as follows: Chapter 2 describes the model designed in the lab, its
architecture, properties and functionalities. The model consists of a group of modules.
They are the link module, node module and packet modules. Attributes of each of them is
discussed in details. The Node module has several layers of components. Packet
generators locate at the top layer, they are used to generate different classes of traffic, i.e.
ClassA, ClassB and ClassC traffic. The traffic can also be generated in different patterns,
for example constant traffic, bursty traffic. MAC module locates at the middle layer and
RPR protocol suite is at this layer. It is used to control the bandwidth, detect the
congestion, direct traffic, and so on. The majority of the code is written inside this
module. Receivers and Transmitters are located at the bottom layer, they are in charge of

receiving and transmitting packets from and to the node.

The protocols and algorithms implemented in each model, for example, rate control

protocol, fairness algorithm, or traffic shaper, are discussed in details

Chapter 3 presents Fuzzy Logic Control as an alternative algorithm to the current IEEE
802.17 proposed algorithm. We discuss Fuzzy Logic Control is discussed in theory. The
Chapter demonstrates why and how FLC can overcome the shortcomings of the existing

algorithms. Finally, we compare the results of simulation from FLC algorithm with IEEE
802.17 algorithm are compared.

In Chapter 4, FRTT and minimum STQ size are investigated. To avoid STQ overflow
caused by ClassA traffic, an upper bound equation for FRTT is derived and used to

determine the minimum STQ size required to prevent overflow.

Chapter 5 concludes the thesis and addresses some of the future plan.
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Chapter 2: The In-House Version Of RPR Model

A major contribution of this thesis is to design and develop an in-house version of the
RPR module in OPNET for research purposes in the Department of Electrical and
Computer Networking, at Ryerson. This version adopts IEEE P802.17/D1.1 as the blue
print. This chapter discusses this model, what properties it comes with, and what

functions it can provide.

2.1 The Design of the In-House RPR Model

The challenge is to design a RPR model with different components in it. Such design
should comply with OSI layers to better simulate the real world situations, in other words
the different components are located inside different layers, not across. Each component
of the model would illustrate a clear picture of what functions they can provide. Another
advantage of adopting such design is that each component of the model can be
independent from each other: the communication between them is only through the flow

of packets, which is the fundamental principle of OSI layers.

Based on the above principle, the in-house RPR OPNET model is designed in four layers.
Figure 2.1 illustrates these four layers and their corresponding OSI layers. The upper
layer' consists of four components: three traffic generators and one traffic sink. Traffic
generators would generate ClassA, ClassB and ClassC traffics. These traffics are sent to
the lower layer, which is Logical Link Control (LLC) layer. The traffic sinks from LLC
layer by the Traffic Sink. Module mac_intf is located in Data Link Layer (DLL) of LLC
layer. It marks the received upper layer packets as Data frames and puts source address,
destination address and service class to the header of the frames, then, sends it to the
lower layer, which is Media Access Control (MAC) layer. Module mac is located in

MAC Layer. RPR protocol suite is implemented in this module. Main functions of this

' The traffic generators and sink are taken directly from OPNET, because it is unnecessary to spend time
writing a different version of program that achieves the same functionality. Same holds true for Receiver
and Transmitter modules.
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filling in destination field and sending traffic to the lower layer, node A gets one time

unit and node B gets two time units.

Decapsulator receives the traffic from the lower layer, removes the header and trailer,

then, sends the traffic to the upper layer.

2.1.1.3 MAC Layer Components

2.1.1.3.1 Ringlet Selection Unit

After packet is encapsulated, it is sent to Ringlet Selection Unit (RSU) in MAC layer.
RSU marks the packet with the proper ringlet id, which depends on how the node is
configured. As per Table 2.1, ringlet selection is one of the node configurable attributes,
we can set Inner Ring, Outer Ring or Auto Selected as the value to this attribute. If we set
it to Inner Ring, then the ringlet id field in the header of all the packets received from the
upper layer is changed to 0. From then on until it reaches its destination it flows in Inner
Ring and is processed only by the Inner Ring Receiver and Transmitter. This way an
Inner Ring packet does not mess up with Outer Ring packets or vice versa. However if
we set to Auto Select, RSU runs Ringlet Selection Protocol to decide which ringlet id to

change to. Ringlet Selection Protocol is explained in details in the next section.

After the ringlet id field in the header is changed, RSU sends the packet to High-Priority
Transmit Queue (HP-TmQ), Medium-Priority Transmit Queue (MP-TmQ) or Low-
Priority Transmit Queue (LP-TmQ), depending on which class of traffic the packet

belongs to, and the packet waits there to be served by arbiter.

2.1.1.3.2 Rate Control Unit
A node is not permitted to use more than its fair-shared bandwidth for the insertion of

fairness eligible traffic when congestion has been detected on a ringlet. This restriction

prevents a node from using a disproportionate share of available capacity by virtue of its

18

































2.3.5 Fairness Frame Format

Table 2.9 shows the RPR fairness frame format:

Field Length (bit) | Description
header 48 Fairness Frame Header.
Type of fairness frame:
0 — Single Chock: Provides the advertisedFairRate of a
station to the upstream neighbor once per
sl - advertisementInterval.
1 — Multi Chock: Provides the normLocalFairRate of a
station to all other stations on the ringlet once per
reporting interval.
Other — Reserved.
FairnessRate 16 Normalized rate encoded as a 16-bit quantity.
fcs 32 Frame Check Sequence, a CRC of the frame.
Table 2.9: RPR Fairness Frame Format
2.4 RPR Protocol Suite

RPR is a complicated layer-2 protocol stack that comes with many features. Four major

protocols are explained next.

2.4.1 Topology Discovery Protocol

The topology discovery protocol provides a reliable and accurate means for all nodes on a

ring to discover each other. This includes both the initialization of the topology and any

changes to that topology. The protocol provides each node on the ring with knowledge of

29




the number and arrangement of other nodes on the ring. This collection of information is
referred to as the topology database. Each node maintains its own local copy of the
topology database for the entire ring. The topology database is also used by other
protocols such as the RPR ringlet selection protocol and the RPR fairness algorithm.

Initially, the node’s topology database contains information only about itself. The
information required to create the basic topology database (including, for example, hop
counts per ringlet from the local node to all other nodes on the ring) is derivable from the
ttl value from the header of topology frames received from each node on the ring. The
transmission of Topology discovery frames is initiated as needed and periodically. If the
topology database is stable, the periodic Topology discovery frame transmissions do not
result in any change to the topology database. A sample topology database of a three-

node-ring is shown as Table 2.10.

Data
MAC Hop count | Hop count | Data Reachability,
Reachability,
Address | for Ringlet0 | for Ringlet] Ringle0
Ringlel
00-10-A4-
0 0 Yes Yes
97-A8-DE
00-10-A4-
1 3 Yes Yes
97-A8-AC
00-10-A4-
2 2 Yes Yes
97-A8-BD
00-10-A4-
3 1 Yes Yes
97-A8-CE

Table 2.10: A Sample Topology Database
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Here creditA0 is the minimum of hiLimitAO and last creditA0 plus incSize, (rateAQ *

time), creditAl is the minimum of hiLimitA1l and last creditAl plus incSize, (rateAl *

time), ShaperA is TRUE when creditA0 is greater than or equal to lowLimitAO, or

creditAl greater than or equal to lowLimitA1l and shaperD is TRUE; otherwise shaperA

is FALSE.

2.4.4.4.3 ClassB Shaper — shaperB

The ClassB shaper limits the client-supplied ClassB transmissions. The parameters of

shaperB are illustrated in Table 2.14.

Parameters Value Explanation
decSize ClientB Length of client-supplied ClassB CIR packet.
- o Allocated rate for ClassB CIR packet multiply
by the unit of time since the last increment.
Amount of credits that would be needed to
o sizeMTU + (rateAl + | buffer the amount of traffic that could be
hiLimitB rateB) * MAX JITTER/2 | generated by MAX JITTER, plus one MTU to
account for lowLimitB.
lowLimitB sizeMTU Default value for lowLimitB is one MTU size.

Table 2.14: shaperB parameters

The Class B traffic is allowed to transmit out only when the value of shaperB is TRUE,
which is defined in Equation 2.10 and 2.11.

CreditB = MIN(hiLimitB, creditB + rateB * time) (E2.10)
ShaperB = ((creditB >= lowLimitB) && shaperD) (E2.11)
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Here creditB is the minimum of hiLimitB and last creditB plus incSize, (rateB * time),
shaperB is TRUE when creditB is greater than or equal to lowLimitB and shaperD is
TRUE; otherwise shaperB is FALSE.

2.4.4.4.4 Fairness Eligible Shaper — shaperC

The fairness eligible shaper limits the -client-supplied ClassB-EIR and ClassC

transmissions. The parameters of shaperC are illustrated in Table 2.15.

Parameters Value Explanation

Length of client-supplied ClassB-EIR and

decSize clientC
ClassC packet.

Maximum allowed rate for fairness eligible
MAX ALLOWED RATE ) ' . .
incSize ) packet multiply by the unit of time since the
* time )
last increment.

hiLimitC 2 * sizeMTU Default value for hiLimitC is two MTU size.

Default value for lowLimitC is one MTU

lowLimitC sizeMTU )
size.

Table 2.15: shaperC parameters

The ClassB-EIR and ClassC traffic is allowed to transmit out only when the value of
shaperC is TRUE, which is defined in Equation 2.12 and 2.13.

creditC = MIN(hiLimitC, creditC + MAX ALLOWED_ RATE * time) (E2.12)
shaperC = ((creditC >= lowLimitC) && shaperD) (E2.13)

Here creditB is the minimum of hiLimitB and last creditB plus incSize, (rateB * time),

shaperB is TRUE when creditB is greater than or equal to lowLimitB and shaperD is
TRUE; otherwise shaperB is FALSE.
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Chapter 3: Fuzzy Logic Control

3.1 Introduction

IEEE 802.17 RPR Darwin Proposal [1] introduced a solution to control the traffic sent
from each node participating in the ring. There are two algorithms provided in this
solution, Aggressive algorithm and Conservative algorithm. Aggressive algorithm is
faster in convergency but introduces higher oscillation. Conservative algorithm, on the
other hand, is a little bit slower but has less oscillation. Figure 3.1 illustrates a scenario
that node 1 through node 16 send 38 Mbps constant traffic to the destination node, node
0. All the nodes in the ring are running Aggressive algorithm and the bandwidth of each
ring is 622Mbps. Because the total traffic sent by the nodes is 38Mbps x 16 = 608Mbps,
which is less than the maximum bandwidth of the link, no node is congested. Under this
situation, RPR performs well. Essentially, the bandwidth is equally shared among the
nodes. That is, each node has a throughput of 38 Mbps. Figure 3.2 shows the throughput

of node 1. As can be seen, the throughput is very stable, practically no oscillation occurs.

Traffic to Node>0
|
Outer Ring :
1
Traffic to Node»()
Inner Ring
\ Traffic to Node 0
—>
I 16 [===== > 2 > 1 > 0
<----- < <
""" >
----- <

Figure 3.1: Multi Sourced Traffic
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the simplified architecture of FLC in RPR. It is similar to the one illustrated in Figure 3.4,

L except a FLC unit is added.

Downstream :
Neighbor Fairness
Control
" Unit
rceva_rate
- rcvd_rate
local_fair_rate
_ Ip add rate add_rate
g Transmit
uzzy rate
s add_rate/ A A Queue
Fuzz rcvd_rate Rate
7 |
Logic Control
Control <A Unit
add_rate/
Arcvd_rate
- A | -
fw_rate shaper add rate Upstream
. Neighbor
—" A\ =
Transit Queue \ advertise_rate
high_threshold low_threshold /

Legend

Control Unit = Traffic Flow Path

Queue > Internal Information Path

Figure 3.6: Traffic Control System With FLC

FLC algorithm is ignited when the system detects the congestion, which must meet at
least one of the following two conditions:
. Ip nr xmit_rate >= unreserved_rate (E3.1)

o STQ_depth >= low_threshold (E3.2)
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no significant differences in performance when w is within the range from around

20Mbps to 40Mbps for the 622Mbps ring. In this thesis, 25Mbps for w is used.

The MFs of Aadd rate is illustrated in Figure 3.8, which is similar to that of add_rate.

nochg_mf()
neg_mf()

pos_mf()

-25 0

Figure 3.8 Triangle Membership Function (trimf) of Aadd rate

3.2.4 If-Then Rules and Defuzzify

If-Then rules is used to determine how FLC is defuzzified. There are five If-Then rules

applied in FLC, as shown in Table 3.1:

Rule id Explanation WEIGHT | Applied MF | Output Y

If add_rate is low, then Transmit Queue

1 1.0 low_mf() Y,
fast increase sending traffic.
If add_rate is medium and Aadd rate is

2 negative, then Transmit Queue slowly 1/4 neg_mf() Y>
increase sending traffic.
If add_rate is medium and Aadd rate is

3 no_change, then Transmit Queue keeps 0 nochg mf{() Y;
sending traffic as in last aging_interval.
If add rate is medium and Aadd rate is

4 - -1/4 pos_mf{() Y,

positive, then Transmit Queue slowly
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