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Abstract

Background: Scientific misinformation remains a major barrier to effective health communication. Bridging the gap between
academic research and public understanding requires tools that simplify scientific language and adapt content to diverse
audiences.

Objective: This study presents Maria Ciência, a specialized GPT-based assistant for science communication. The tool supports
researchers in translating peer-reviewed scientific findings through simple prompts into accessible, ethically appropriate
materials tailored for children, the general public, health professionals, and policymakers.

Methods: The tool was configured using prompt engineering techniques and guided by curated reference materials on inclusive
and non-stigmatizing scientific language. Materials derived from 47 public health articles resulted in 188 outputs, which were
assessed by 121 evaluators using four criteria: clarity, level of detail, language suitability, and content quality.

Results: Globally, mean scores were high: clarity (4.90), language suitability (4.78), content quality (4.72), and level of detail
(4.56), on a 5-point scale. Materials for children and the general public consistently achieved the highest ratings across all
criteria.

Conclusions: A targeted comparison with the base large language model (ChatGPT 4o) demonstrated superior performance of
Maria Ciência in contextual stability. Maria Ciência demonstrates the potential of AI-assisted tools to enhance knowledge
translation and counter scientific misinformation by producing scalable, audience-specific content.
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ABSTRACT
Background: Scientific misinformation remains a major barrier to effective health communication.
Bridging the gap between academic research and public understanding requires tools that simplify
scientific language and adapt content to diverse audiences. Objective: This study presents  Maria
Ciência, a specialized GPT-based assistant for science communication. The tool supports researchers
in  translating  peer-reviewed scientific  findings  through simple  prompts  into  accessible,  ethically
appropriate  materials  tailored  for  children,  the  general  public,  health  professionals,  and
policymakers. Methods: The tool was configured using prompt engineering techniques and guided
by  curated  reference  materials  on  inclusive  and  non-stigmatizing  scientific  language.  Materials
derived from 47 public health articles resulted in 188 outputs, which were assessed by 121 evaluators
using four criteria: clarity, level of detail, language suitability, and content quality. Results: Globally,
mean scores were high: clarity (4.90), language suitability (4.78), content quality (4.72), and level of
detail (4.56), on a 5-point scale. Materials for children and the general public consistently achieved
the highest ratings across all  criteria.  A targeted comparison with the base large language model
(ChatGPT  4.5)  demonstrated  superior  performance  of  Maria  Ciência in  contextual  stability.
Conclusions:  Maria Ciência demonstrates the potential of AI-assisted tools to enhance knowledge
translation and counter scientific misinformation by producing scalable, audience-specific content.

Keywords: Science communication, custom GPT, public health, scientific literacy
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INTRODUCTION

Scientific misinformation is  one of the most pressing challenges of our time, with direct
consequences for public trust, the implementation of health policies, and the protection of population
health[1]. The COVID-19 pandemic sharply illustrated how inaccurate or distorted information can
compromise collective responses, with measurable impacts on morbidity and mortality[2]. The term
“infodemic”, adopted by the World Health Organization (WHO), refers to the overwhelming volume
of both accurate and misleading content that undermines access to trustworthy guidance[3]. This
phenomenon is amplified by digital platforms and social media, where misinformation spreads faster
than corrective content. Efforts to manage infodemics have become a policy priority for global and
national institutions[3–5], particularly in response to phenomena like vaccine hesitancy, which has
been linked to the resurgence of diseases such as measles[6].

Addressing  misinformation  requires  more  than  reactive  fact-checking,  it  demands  the
proactive translation of scientific knowledge into accessible, contextually relevant communication.
Effective communication must also be timely, audience-centered, and grounded in the social and
cultural contexts of the target populations. However, the scientific community itself often struggles
to  engage  effectively  with  non-specialist  audiences.  The  persistence  of  a  publication-centred
academic culture, combined with time constraints and a lack of training, limits researchers' ability to
participate in outreach activities [7]. While efforts to integrate science communication into academic
curricula  are  increasing  [8,9],  there  remains  a  need for  structural  support  and practical  tools  to
facilitate engagement beyond scholarly environments.

This article presents Maria Ciência (https://chatgpt.com/g/g-0DzqDWMt4-mariaciencia): an
AI-assisted  platform designed  to  translate  scientific  content  into  tailored,  accessible  formats  for
diverse  audiences.  Developed using  a  custom GPT model  [10],  the  tool  supports  researchers  in
generating science communication materials adapted for children, adults with low literacy, health
professionals, and decision-makers. The platform was created with the goal of enhancing the reach
and impact of health-related scientific information, particularly in contexts where misinformation can
influence  individual  behaviors  and  public  health  outcomes.  the  approach  integrates  artificial
intelligence with ethical oversight, thematic supervision, and practical communication strategies. In
contrast to generic chatbot applications, Maria Ciência is grounded in bioethical principles, equity-
driven  design,  and a  commitment  to  cultural  and educational  inclusivity.  By enabling  the  same
scientific input to be transformed into multiple outputs, the platform offers a scalable and adaptable
response  to  the  challenges  of  misinformation  and  scientific  inaccessibility  in  public  health  and
beyond.

METHODS

Study design

This  study  presents  the  development  and  evaluation  of  Maria  Ciência,  an  AI-powered
assistant  designed  to  translate  peer-reviewed  research  into  audience-specific  communication
products. The tool was developed with the objective of promoting inclusive, accurate, and culturally
sensitive  dissemination  of  scientific  knowledge,  particularly  in  the  field  of  public  health.  The
methodological  approach  combined  AI-supported  content  generation,  audience-specific  language
adaptation, and empirical evaluation based on stakeholder feedback.

Creation and structure of the tool

Maria  Ciência was  developed  on  the  ChatGPT Plus  platform,  a  commercial  version  of
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ChatGPT that  allows for  the  creation  of  customized GPTs (also  known as  artificial  intelligence
assistants)  through  detailed  configuration  of  instructions,  role  definitions,  and  operational
parameters.  The  primary  function  of  Maria  Ciência is  to  enable  researchers  to  input  scientific
materials, such as peer-reviewed articles, and select the intended target audience. Based on this input,
the  assistant  generates  adapted  communication  materials  suitable  for  various  reader  profiles,
including children, the general population, health professionals, and policy decision-makers. These
outputs are designed to be practical for use in educational, clinical, and public outreach contexts.
ChatGPT is a generative artificial intelligence (AIGC) developed by OpenAI that uses a transformer
decoder-only architecture.  The GPT model  used in  this  approach was ChatGPT 4.5,  released in
February 2025. This version stands out as one of the most current versions alongside the ChatGPT
o4-mini version, achieving in accuracy tests a 62.5% correctness rate, the highest value in software
quality tests among the versions, and the lowest hallucination rate at 37.1% [11]. 

Prompt configuration and operational guidelines

The  Maria  Ciência assistant  was  configured  through  prompt  engineering  techniques
combined  with  a  carefully  curated  reference  documents  that  established  linguistic,  ethical,  and
stylistic  parameters.  This  configuration  aimed  to  guide  the  assistant  in  generating  respectful,
inclusive,  and  audience-appropriate  outputs.  Training  the  AI  assistant  with  carefully  selected
documentation greatly improves the accuracy and relevance of its responses  [12,13]. In this study,
we used reference materials on scientific dissemination, inclusive languages, and health dictionaries
to fine-tune the model. Of note, the tool was initially tested in Brazilian Portuguese. 

The assistant was assigned the explicit role of a Specialized Science Communicator, with
advanced  knowledge  in  public  health,  immunology,  infectious  and  chronic  diseases,  and  health
communication. Its core objective was to translate complex scientific knowledge into formats that
could be readily understood by diverse audiences. The interaction protocol included three primary
steps:

A. Understanding  user  needs:  prompting  users  to  specify  the  target  audience  (children,
general public, health students, or health managers);

B. Continuous engagement: encouraging deeper interaction through follow-up questions;
C. Final content generation: producing the final adapted text aligned with the audience’s

profile.

Content adaptation guidelines were explicitly defined for each audience segment:
A. Children:  playful  and  narrative-driven  writing  inspired  by  Writing  for  Young  Minds,

incorporating contextual summaries and storytelling techniques;
B. General public: simplification of scientific concepts with actionable health information,

drawing  from  accessible  Brazilian  sources  such  as  Superinteressante  and  Profissão
Biotec;

C. Health students:  simplified explanations while maintaining technical terminology, with
emphasis on key health concepts;

D. Health  professionals  and  managers:  structured  summaries  including  population
characteristics, methodological overviews, and actionable public health recommendations
(typically five suggested policy improvements).

Additionally, for social media content, the assistant adapted outputs for platforms such as
Instagram and LinkedIn, ensuring appropriate tone, hashtags, and visual alignment for each context.
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Training materials

Among the sources used were the “Na ponta das línguas: pequeno glossário para apoiar o
enfrentamento do estigma e da discriminação” carried out with the support of the Brazilian Ministry
of Health, which offers terminology to reduce stigma in health communication[14], as well as the
“UNAIDS  Terminology  Guidelines”[15],  which  provide  recommendations  for  respectful  and
accurate language related to HIV and global health. The “Global TB Dictionary” was used to ensure
technical accuracy in tuberculosis-related content, and also the “UNICEF Terminology Dictionary”
for  the  protection  of  children  regarding matters  of  a  sexual  nature  [16].  To support  outputs  for
younger  audiences,  the  tool’s  language  was  informed  by resources  such as  “Writing  for  Young
Minds” and  adapted  scientific  texts  like  those  published  in  Frontiers  for  Young  Minds  [17].
Additional materials, including guides to science communication [18,19] and examples of accessible
writing from Brazilian science outreach initiatives such as “Profissão Biotec”  [20], were used to
calibrate tone, clarity, and structure across all outputs.

The  training  process  emphasized  the  use  of  non-stigmatizing  and  inclusive  language,
minimization of unnecessary technical jargon, clear structuring of information according to literacy
level,  and contextual sensitivity to cultural  and ethical dimensions of health communication.  An
additional focus was placed on ensuring equitable representation and fairness in responses across
diverse  population  groups,  particularly  those  historically  marginalized  in  public  health
communication. The outputs generated by Maria Ciência included short narratives and analogies for
children, simplified articles for the general population, technical summaries for health professionals,
strategic  briefs  for  health  managers,  and  communication  materials  designed  for  social  media.
Additionally, Maria Ciência includes, in its presentation on the question bar, pre-configured prompts
for users with guiding questions for using the chatbot, such as 'Translate this article for the general
public', 'How to explain this concept to children', or 'Create an accessible summary for children'.
Finally, the assistant was programmed to provide appropriate attribution for all generated materials,
including the original scientific source, first author, journal and year of publication.

Generation of outputs for evaluation

Following the configuration of the assistant, we selected 47 peer-reviewed articles (on public
health, infectious diseases and epidemiology) from our institution to serve as the training material.
This approach provided the opportunity to invite the original authors of these articles to participate as
evaluators in the assessment team. To minimize potential evaluation bias, the chatbot outputs for
each article were generated by external collaborators who were not part of the research group and
who did not have a scientific background. Using only the pre-configured guiding questions in the
chatbot interface these collaborators generated four outputs per article,  including “For children,”
“For health managers,” “For social media,” and “For general public,” resulting in a total  of 188
outputs.  All  outputs  were  generated  using  a  dedicated  user  account  created  exclusively  for  this
purpose, to minimize potential bias from prior sessions or unrelated model interactions.

Public evaluation of chatbot outputs

Following the generation of 188 outputs (four per article across 47 selected articles), a public
evaluation process was conducted to assess the quality and appropriateness of the content produced
by Maria Ciência. A standardized online evaluation form was developed for this purpose, structured
to  allow  systematic  feedback  from  diverse  audiences. The  evaluation  process  engaged  five
stakeholder groups: authors of the original articles, health professionals and students, social media
specialists,  members  of  the  general  public  and  health  managers.   The  evaluation  form  was
disseminated  through  social  media  channels  to  reach  a  broad  and  heterogeneous  audience.  In
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addition, the original authors of the selected articles were invited to participate in the evaluation. This
dual approach enabled the inclusion of both expert and lay perspectives in the assessment process.
Participation was voluntary and anonymous.
Each participant was asked to assess selected chatbot outputs according to the following criteria:

1) Clarity: Is the text clear and appropriate for the intended audience?
2) Detail: Does the text provide sufficient and relevant information?
3) Language Suitability:  Is the language appropriate for the literacy level and context

of the intended audience?
4) Content  quality:  Does  the  text  maintain  scientific  accuracy  and  communicative

effectiveness?

Participants  assigned scores  on a  scale  from 1 (poor)  to  5 (excellent)  for  each  criterion.
Additionally,  the  form included an open field  for  qualitative  comments,  enabling participants  to
provide contextual feedback on strengths, limitations, or suggestions for improvement. Qualitative
feedback provided by anonymous evaluators was analyzed using thematic categorization. Comments
were grouped into four predefined domains: (1) Language (clarity, accessibility, appropriateness of
language  use);  (2)  Information  (accuracy,  level  of  detail,  appropriateness  of  content  for  the
audience);  (3)  Structure  (organization,  narrative  flow,  format  of  the  material);  and  (4)  Proposal
(whether the material complied with the intended purpose and target audience). For each domain,
comments  were  further  classified  as  either  Criticism or  Praise  (for  Language,  Information,  and
Structure),  or  as  Complies  with  proposal/Does  not  comply  with  proposal  (for  Proposal).  Each
comment  was  reviewed  independently  and  could  be  assigned  to  multiple  categories  when  it
addressed more than one thematic domain. 

Accuracy evaluation and comparison with base GPT

In  addition  to  the  public  evaluation  of  the  outputs,  a  focused  accuracy  evaluation  was
conducted to compare the performance of Maria Ciência with that of the base ChatGPT 4o model.
This  comparison  aimed  to  assess  whether  the  custom  configuration  of  Maria  Ciência,  which
incorporates training on inclusive, non-stigmatizing, and health-appropriate language, enhanced the
model’s  ability  to  maintain  contextual  relevance  and  communicative  precision  in  public  health
content  generation.  For  this  purpose,  a  selected  set  of  questions  previously  answered by  Maria
Ciência was resubmitted to both Maria Ciência and the base ChatGPT 4o model (without the custom
configuration) separately. 

To minimize potential bias from session memory, priming, or model adaptation effects, the
evaluations  for  Maria  Ciência and  GPT 4o  were  conducted  using  separate  user  accounts.  This
ensured  that  the  comparative  responses  were  generated  independently,  reducing  the  risk  of
inadvertent  learning  from  previous  interactions  within  the  same  account.  In  addition,  to  assess
response  stability,  the  same questions  were  submitted  multiple  times  in  different  conversational
sequences,  allowing  us  to  evaluate  whether  the  models  maintained  contextual  coherence  across
repeated interactions.

Responses from both models were evaluated by a team composed of healthcare professionals
and  undergraduate  students.  The  evaluation  criteria  included  four  key  dimensions:  whether  the
response  accurately  established  the  context  of  the  question;  whether  contextual  coherence  was
preserved throughout the conversation; whether there was any interruption or drift from the intended
context;  and,  if  such  drift  occurred,  whether  the  model  was  able  to  recover  and  return  to  the
appropriate context. Each dimension was scored on a qualitative scale from 1 (poor) to 5 (excellent).
The  comparative  analysis  of  results  aimed  to  determine  whether  Maria  Ciência’s configuration
effectively enhanced contextual accuracy and stability, thus supporting its suitability for reliable and
ethically appropriate use in public health communication. The following four dimensions were used
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to structure the assessment:

1. Establishment of a context:  Does the answer fulfill  the objective of the question
according to the inserted context?
2. Continuity  of  conversation  without  specific  context  of  the  question: Do  the
following answers in the conversation with the chatbot lose the context in relation to the
question?
3. Interruption of context: Do the answers interrupt or stop fulfilling the context of the
question?
4. Return to context:  Even after the interruption of the context or digression, is the
ChatBot able to return to the context of the question?

The tool  operates  in  various  languages,  having been tested  by the  developers  at  Maria
Ciência in Portuguese, English, Spanish, Italian, and French. Moreover, since it is a GPT assistant,
the platform supports more than 50 languages [21]. Regardless of the language, the generated content
follows the same principles of technical configuration, linguistic curation, and thematic supervision.
This version preserves the commitment to accessibility, scientific accuracy, and ethical adequacy in
knowledge translation, with a view toward application in international and multilingual contexts.

Data analysis

Quantitative data from the evaluation forms were analyzed using descriptive statistics. For
each  evaluation  criteria,  means  and  standard  deviations  (SD)  were  calculated.  Frequencies  and
percentages were computed for the classification of evaluator identities and for the distribution of
outputs across target audiences. All analyses were conducted using the structured database generated
from the stakeholder evaluations.

RESULTS

Before launching the public evaluation, we first analyzed the process of generating the 188
outputs  used  for  assessment.  The  generation  was  conducted  by  external  collaborators  with  no
scientific background, using a dedicated user account created exclusively for this purpose. During
this process, important differences were observed between the use of the free version and the paid
version  (ChatGPT  Plus).  In  the  free  version,  the  model  frequently  (10%)  exhibited  technical
limitations: it would often require questions to be reformulated and occasionally produce incomplete
outputs. The average generation time per output in this version was approximately 15.2 seconds (SD:
2.3). After upgrading to the ChatGPT Plus version, performance improved substantially. The model
produced  responses  more  rapidly  and  with  greater  consistency,  showing  a  more  direct
communication style. In this version, the mean generation time decreased to 8.5 seconds (SD: 1.5),
and the incidence of incomplete outputs was eliminated. Despite these differences, the free version
remained capable of generating the requested outputs using the predefined prompts provided by
Maria Ciência; however, it required longer processing time and occasional manual re-submission of
prompts to ensure complete responses. 

Evaluator profile and distribution of reviewed outputs

The evaluation of Maria Ciência involved 121 responses to the form, stratified across five
distinct groups, each representing a key target audience of the tool. The distribution of respondents
was as follows: health professionals and students (n = 56, 44.6%), original authors of the scientific
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articles  (n  =  33,  27.3%),  members  of  the  general  population  (n  =  26,  21.5%),  communication
specialists (n = 4, 3.3%), and health managers (n = 4, 3.3%) (Figure 1A). Each evaluator assessed
outputs generated for one or more specific target audiences, including “For children” (n = 27), “For
health managers” (n = 35), “For social media” (n = 24), and “For general public” (n = 35). Among
these groups, only the original article authors had prior in-depth knowledge of the scientific content
being communicated. Notably, Figure 1B illustrates the distribution of reviewed text types according
to identity profile classification, revealing clear patterns in how different stakeholder groups engaged
with the audience adapted outputs. Communication professionals and Health Managers exclusively‐
reviewed the  solely  texts  targeted  at  their  respective  profiles  (100%),  while  the  other  evaluator
profiles diversified their reviewed texts.

Among the general population evaluators, 62% assessed the “For general public” texts, while
23% provided feedback on “For children” versions, and 15% on “For health managers”. Notably,
none  of  the  general  population  participants  reviewed  the  “For  social  media”  outputs.  Health
professionals and students provided a broader distribution of feedback, with 44% evaluating “For
health  managers”  outputs,  26% “For  general  public”,  20% “For  children”,  and  9% “For  social
media”. Finally, the article authors demonstrated a balanced engagement across all four categories:
33% reviewed “For general public” outputs, 30% “For children”, 21% “For health managers”, and
15% “For social media” (Figure 1B). The distribution of respondents and their evaluation profiles
across different target audiences is summarized in Table 1. 

Public evaluation of audience-adapted outputs

Each output was independently evaluated by members of the intended target audience and
by  other  stakeholder  groups,  using  four  evaluation  criteria:  clarity  of  the  text,  level  of  detail,
suitability of language for the intended audience, and overall content quality. Participants rated each
criterion  on  a  five-point  scale,  with  5  indicating  strong  agreement  regarding  the  quality  or
appropriateness of the item assessed. The distribution of evaluator profiles and scoring frequencies is
presented in Table 1.

Overall, the adapted texts were rated highly across all criteria and target audiences (Table
1). Texts targeting the general public received particularly strong evaluations. Among members of
this audience, mean (SD) scores were 4.94 (0.25) for clarity, 4.56 (0.89) for detail, 4.62 (0.62) for
language  suitability,  and  4.75  (0.45)  for  overall  quality.  Students  and  health  professionals  were
equally enthusiastic, with scores of 5.00 (0.00) for clarity, 4.86 (0.36) for detailing, 4.93 (0.27) for
language, and 4.93 (0.27) for quality. Of note, researchers who authored the original articles were
somewhat  more  critical,  assigning 5.00 (0.00)  for  clarity,  4.80  (0.45)  for  detail,  4.80 (0.45)  for
language, and 4.60 (0.55) for overall quality (Table 2).

Similarly, the child-focused outputs were well received. The general public assigned near-
perfect ratings of 5.00 (0.00) for clarity, 4.83 (0.41) for detail, 4.83 (0.41) for language suitability,
and 4.83 (0.41) for content quality. Students and health professionals also rated the child-focused
content highly,  with a means of 4.82 (0.40) for clarity,  4.64 (0.67) for detailing,  4.73 (0.65) on
language suitability, and 4.73 (0.47) regarding overall quality. Again, the original authors were more
reserved, assigning 4.80 (0.42) for clarity, 4.50 (0.71) for detail, 4.40 (0.84) for language, and 4.70
(0.48) for overall quality (Table 2).

Next,  the version tailored for health managers was more harshly reviewed by managers
themselves,  who rated  it  4.00 (1.41)  for  clarity,  4.00 (1.41)  for  detail,  4.00 (0.82)  for  language
suitability,  and  4.25  (0.96)  for  content  quality.  Students  and  health  professionals  provided
comparably high scores, with 4.83 (0.48) for clarity, 4.58 (0.72) for detail, 4.62 (0.71) for language
suitability, and 4.67 (0.56) for overall quality. Once again, the authors were more vastly critical of
this version, especially regarding level of detail with a mean 3.29 (0.49), similarly lower ratings were
reported for clarity [4.29 (0.76)], 4.43 (0.53) for language, and 3.71 (0.49) for content quality (Table
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2).
Finally, for evaluations aimed at social media texts, all evaluators rated these texts highly.

General public reviewers rated this  version at 5.00 (0.00) for clarity, 4.75 (0.50) for detail,  4.50
(1.00) for language suitability, and 4.50 (1.00) for overall quality. Students and health professionals
similarly gave high scores, 5.00 (0.00) for clarity, 4.40 (0.89) for detail, 4.80 (0.45) for language
suitability, and 4.60 (0.55) for content quality. Communication professionals assigned perfect means
(5.00 [0.00]) across all four criteria. Authors again provided more conservative ratings, with scores
of 4.64 (0.50) for clarity, 4.09 (0.83) for detail, 4.73 (0.65) for language suitability, and 4.55 (0.52)
for overall quality (Table 2).

Taken together, this evaluation of audience-adapted texts revealed consistently high mean
scores across all four assessed criteria, regardless of the target audience. Notably, texts adapted for
children and for the general population received particularly high ratings across all dimensions, with
most  mean  scores  approaching  the  maximum  value  of  5.  Health  students/professionals,
communication  professionals,  and  the  general  adult  population  tended  to  assign  higher  scores
overall,  while  health  managers  and  article  authors  demonstrated  greater  variability  in  their
assessments, especially for Detailing of texts targeting health managers or social media platforms
(Figure 2). Among all groups, article authors exhibited the greatest variability in their evaluations.
These patterns suggest a general acceptability of the materials, with subtle differences in perceived
quality depending on the evaluator profile (Figure 3). 

In addition to  quantitative ratings,  anonymous evaluators were invited to provide open-
ended  comments  on  the  chatbot-generated  materials.  A total  of  68  comments  were  collected,
distributed across the evaluated target audiences: “For children” (n = 14), “For general public” (n =
27), “For health managers” (n = 11), and “For social media” (n = 16) (Table 3). Across all categories,
the overall  tone of the comments  was positive and constructive.  For  children’s  materials,  praise
regarding Language was the  most  frequent  (57.1%),  while  42.9% of  comments  did  not  address
Language. Information praise (28.6%) and Information criticism (28.6%) were also observed. Only
7.1% of comments suggested the material did not fully comply with its intended proposal. For health
manager  materials,  comments  were  more  evenly  distributed:  Information  criticism  (36.3%),
Language praise  (36.3%),  and Proposal  compliance (81.8%) were most  common,  though 18.2%
indicated non-compliance with the proposal. For social media materials, the highest frequency of
feedback related to Information criticism (37.5%) and Structure criticism (25.0%), reflecting the
platform-specific communication challenges. A majority (81.3%) of comments judged the materials
as  compliant  with  the  intended  proposal.  For  general  public  materials,  Language  praise  was
dominant  (66.7%),  with  a  smaller  proportion  of  comments  addressing  Information  (only  29.6%
provided  any  Information-related  feedback).  Most  comments  (85.2%)  indicated  that  the  outputs
complied with the intended proposal. Across all targets, the high proportion of Proposal compliance
comments indicates strong overall alignment between the outputs and their target audiences. A full
compilation of the anonymous comments is provided in the Supplementary Material.

Comparative accuracy and context stability evaluation

A detailed comparison between Maria Ciência and the base large language model (ChatGPT
4o)  was  conducted  across  four  conversational  criteria:  establishment  of  context;  continuity  of
conversation; resilience to interruption; and return to context, stratified by target audience (Table 4).
For Maria Ciência, mean scores were consistently high across all target audiences and criteria. For
the general public, Maria Ciência achieved perfect continuity of conversation (5.00 ± 0.00) and high
stability across all other dimensions (establishment of context: 4.75 ± 0.50; interruption of context:
4.75 ± 0.50; return to context: 4.75 ± 0.50). In comparison, the base GPT model showed slightly
lower  performance.  For  children,  Maria  Ciência again  demonstrated  superior  performance,  with
perfect  scores  for  interruption  of  context  (5.00  ±  0.00)  and  strong  scores  across  other  criteria
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(establishment of context: 4.66 ± 0.58; continuity: 4.66 ± 0.58; return to context: 4.66 ± 0.58). The
base GPT model showed substantially lower performance in this category, particularly in continuity
(3.00  ±  0.82)  and  establishment  of  context  (3.25  ±  0.50),  indicating  challenges  in  maintaining
audience-appropriate conversation flow for younger users. 

 For Social Media outputs, scores remained high, with means of 4.50 ± 0.58 for establishment
of context and continuity of conversation, and 5.00 ± 0.00 for criterion resilience to interruption. In
contrast, the base GPT model exhibited greater variability, particularly in outputs for Children and
Health Managers. For Children, mean scores were notably lower in establishment of context (3.25 ±
0.96),  continuity  of  conversation  (3.00  ±  0.82),  and  resilience  to  interruption  (3.00  ±  0.82),
highlighting difficulties in maintaining and recovering conversational context. For Health Managers,
while context establishment remained high (4.75 ± 0.50), performance dropped in criteria resilience
to interruption (3.75 ± 0.96) and continuity of conversation (4.25 ± 0.50). Across all targets, the base
GPT model showed more frequent context drift and reduced continuity compared to Maria Ciência
(Table 4).
 

DISCUSSION

This  study  demonstrated  that  Maria  Ciência is  capable  of  producing  audience-adapted
science  communication  materials  that  are  perceived  as  clear,  accessible,  and  linguistically
appropriate across a range of stakeholders. Materials tailored for children and the general public
were  especially  well  received,  while  outputs  for  health  managers  showed  greater  variability,
reflecting  the  distinct  informational  demands  of  this  audience.  The  more  critical  feedback from
original article authors highlights the inherent challenge of balancing scientific precision with public
accessibility.

Qualitative feedback from anonymous evaluators reinforced these trends, highlighting the
clarity and perceived usefulness of the materials  and offering constructive suggestions to further
adapt tone and terminology for specific audiences. These results are encouraging, particularly in light
of the urgent need to address health misinformation, which continues to erode public trust in science,
hinder the implementation of health policies, and contribute to adverse health outcome  [1,2]. The
COVID-19 pandemic brought the urgency of this issue into sharp focus, with widespread infodemics
interfering  with  disease  prevention  efforts  and  amplifying  avoidable  harm  [2],  emphasizing  the
importance of tools that support effective science communication.

By  enabling  the  production  of  trusted,  audience-specific  materials,  Maria  Ciência  can
complement existing strategies for combating misinformation, which traditionally rely on reactive
fact-checking or broad public health campaigns [22]. Unlike generic large language models, Maria
Ciência demonstrated  superior  conversational  stability  and  contextual  accuracy,  particularly  for
sensitive  audiences  such  as  children,  critical  for  fostering  health  literacy  from  an  early  age.
urthermore, previous studies have shown that GPT-based assistants specifically trained or configured
with domain-relevant and ethically curated materials achieve higher performance and contribute to
greater user trust and acceptance of the platform in public health and educational contexts [12,13].
The approach adopted by Maria Ciência, combining prompt engineering with thematic supervision,
is  consistent  with  these  findings  and  reinforces  the  value  of  domain-specific  configuration  for
science communication tools.

The development of Maria Ciência also reflects a reorientation of the role of researchers as
not only producers of knowledge but as communicators and collaborators in public dialogue. By
facilitating the creation of audience-specific materials, this  tool can help bridge the gap between
scientific knowledge and public understanding. Furthermore, its thematic supervision and alignment
with  inclusive  language  guidelines  position  it  as  a  valuable  ally  in  promoting  equity  in  health
communication. At the same time, structural barriers within the scientific community continue to
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limit direct engagement with the public. Despite growing recognition of science communication as a
core responsibility,  academic structures  still  prioritize publication in  peer-reviewed journals  over
community outreach  [7]. Researchers often lack time, institutional support, or training to translate
their findings into accessible formats. The data presented here suggest that even minimal support
from tools  like  Maria  Ciência can  enable  more  scientists  to  participate  meaningfully  in  public
engagement. By providing formats aligned with the needs of different audiences and reducing the
technical barriers to communication, the tool facilitates a shift toward more inclusive and democratic
scientific practice.

As AI-driven science communication tools gain increasing relevance globally, it is important
to consider their potential for application across diverse international contexts. Although initially
developed  and  evaluated  in  Brazilian  Portuguese,  the  architecture  and  prompting  framework  of
Maria Ciência, being built on the GPT platform, allow the tool to operate in over 50 languages with
the same ethical  and technical  standards[21].  This provides immediate  potential  for  multilingual
deployment in global health communication efforts. However, while the tool can linguistically adapt
to multiple languages, effective application across different regions also requires attention to cultural
nuances, health literacy variations, and sociolinguistic differences. Refining terminology, narrative
styles,  and framing of public health messages to align with local communication norms remains
essential  to  ensure  that  AI-assisted  science  communication  can  support  health  literacy  and
misinformation prevention within diverse global public health ecosystems.

Despite  these  strengths,  the  study has  limitations.  The  number  of  evaluators  per  target
audience  was  not  standardized,  and  some  subgroups,  such  as  health  managers,  were
underrepresented. Author evaluations, while informative, were based on subjective perceptions and
not validated against formal scientific fidelity criteria. The evaluation also focused on perception and
usability  rather  than  long-term  impacts  on  knowledge  retention  or  behavioral  outcomes.
Furthermore, the tool was primarily tested in Brazilian Portuguese; while the underlying architecture
is  multilingual,  additional  research is  needed to validate  its  performance in  other  languages  and
cultural contexts. Even with these limitations, the evaluation provides a strong foundation to support
the validity and utility of the tool. The systematic and transparent development process, combined
with  broad  stakeholder  engagement,  underscores  the  potential  of  Maria  Ciência to  contribute
meaningfully to health literacy and misinformation prevention. Its ability to outperform a baseline
GPT model in contextual stability and accuracy further validates the importance of domain-specific
configuration for public health applications.

In summary, Maria Ciência offers a promising avenue for enhancing knowledge translation
and  addressing  the  communication  challenges  posed  by  health  misinformation.  As  international
organizations  and national  governments  have  emphasized,  combating  the  impacts  of  infodemics
requires more than reactive correction. It necessitates proactive investment in tools and strategies that
produce accessible,  trusted,  and culturally  relevant  information.  By supporting the generation of
audience-adapted materials and facilitating researcher engagement in public dialogue, Maria Ciência
contributes to this broader effort to advance scientific literacy and strengthen public health resilience.
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TABLES AND FIGURES

Table 1. Distribution of Reviewer Identities and Rating Frequencies by Target Audience.

Variable
For

children
N = 27

For
health

managers
N = 35

For
social
media
N = 24

For
general
public
N = 35

p-value

Participant  Classification,  mean
(%) <0.001

Article author 10 (37.0) 7 (20.0) 11 (45.8) 5 (14.3)
Communication professional 0 (0.0) 0 (0.0) 4 (16.7) 0 (0.0)
General population (18+) 6 (22.2) 0 (0.0) 4 (16.7) 16 (45.7)
Health manager 0 (0.0) 4 (11.4) 0 (0.0) 0 (0.0)
Health student/professional 11 (40.7) 24 (68.6) 5 (20.8) 14 (40.0)

Rating 
Clarity, mean (%) 0.205
    1 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)

2 0 (0.0) 1 (2.9) 0 (0.0) 0 (0.0)
3 0 (0.0) 2 (5.7) 0 (0.0) 0 (0.0)
4 4 (14.8) 6 (17.1) 4 (16.7) 1 (2.9)
5 23 (85.2) 26 (74.3) 20 (83.3) 34 (97.1)

Detailing, mean (%) 0.275
    1 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)

2 0 (0.0) 1 (2.9) 0 (0.0) 1 (2.9)
3 2 (7.4) 8 (22.9) 4 (16.7) 1 (2.9)
4 6 (22.2) 7 (20.0) 6 (25.0) 5 (14.3)
5 19 (70.4) 19 (54.3) 14 (58.3) 28 (80.0)

Language Adequacy, mean (%) 0.201
    1 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)

2 0 (0.0) 1 (2.9) 0 (0.0) 0 (0.0)
3 3 (11.1) 1 (2.9) 2 (8.3) 1 (2.9)
4 4 (14.8) 12 (34.3) 2 (8.3) 6 (17.1)
5 20 (74.1) 21 (60.0) 20 (83.3) 28 (80.0)

Content Quality 0.114
    1 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)

2 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)
3 0 (0.0) 4 (11.4) 1 (4.2) 0 (0.0)
4 7 (25.9) 12 (34.3) 7 (29.2) 7 (20.0)
5 20 (74.1) 19 (54.3) 16 (66.7) 28 (80.0)  

Table Note:  This table displays the frequency (n) and percentage (%) of reviewers’ self reported‐
identity classifications and rating scores across four different domains, stratified by the number of
reviews attributed to each target audience texts. P-values were calculated using fisher's exact test (for
nominal  categorical  counts)  or  Kruskal–Wallis  tests  (for  ordinal  rating  distributions),  comparing
across the four target audience groups. A p-value < 0.05 denotes a statistically significant difference‐
among audiences.
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Table 2. Average (SD) evaluation scores by audience and stakeholder group for each adapted
output

Target Audience Evaluator Clarity Detailing
Language
Suitability

Content
Quality

For  general  public,
mean (SD):

Authors 5.00 (0.00)
4.80

(0.45)
4.80 (0.45) 4.60 (0.55)

General Public 4.94 (0.25)
4.56

(0.89)
4.62 (0.62) 4.75 (0.45)

Students  /
Health
Professionals

5.00 (0.00)
4.86

(0.36)
4.93 (0.27) 4.93 (0.27)

For  children,  mean
(SD):

Authors 4.80 (0.42)
4.50

(0.71)
4.40 (0.84) 4.70 (0.48)

General Public 5.00 (0.00)
4.83

(0.41)
4.83 (0.41) 4.83 (0.41)

Students  /
Health
Professionals

4.82 (0.40)
4.64

(0.67)
4.73 (0.65) 4.73 (0.47)

For health managers,
mean (SD):

Authors 4.29 (0.76)
3.29

(0.49)
4.43 (0.53) 3.71 (0.49)

Students  /
Health
Professionals

4.83 (0.48)
4.58

(0.72)
4.62 (0.71) 4.67 (0.56)

Health
Managers

4.00 (1.41)
4.00

(1.41)
4.00 (0.82) 4.25 (0.96)

For  social  media,
mean (SD):

Authors 4.64 (0.50)
4.09

(0.83)
4.73 (0.65) 4.55 (0.52)

General Public 5.00 (0.00)
4.75

(0.50)
4.50 (1.00) 4.50 (1.00)

Students  /
Health
Professionals 5.00 (0.00)

4.40
(0.89)

4.80 (0.45) 4.60 (0.55)

Communication
Professionals

5.00 (0.00)
5.00

(0.00)
5.00 (0.00) 5.00 (0.00)

Table Note: This table presents the central tendency and dispersion (mean [standard deviation, SD])
of four evaluation domains: A. Clarity, B. Detailing, C. Language Suitability, and D. Content Quality,
across four target audience contexts (“For children,” “For health managers,” “For social  media,”‐
“For general public”). Within each context, scores are shown separately for each evaluator subgroup
(Authors;  General  public;  Students/Health  professionals;  Health  managers;  Communication
professionals). All ratings were provided on a five point scale ranging from 1-5. ‐

https://preprints.jmir.org/preprint/78843 [unpublished, non-peer-reviewed preprint]



JMIR Preprints Araújo-Pereira et al

Table 3. Distribution of type of comments by Target Audience.

Category
For

children
N=14

For health
managers

N= 11

For social
media
N= 16

For general
public
N=27

Language, n (%):
Criticism 0 (0) 1 (9.1) 2 (12.5) 2 (7.4)
Praise 8 (57.1) 4 (36.3) 5 (31.2) 18 (66.7)
Not applicable 6 (42.9) 6 (54.6) 9 (56.3) 7 (25.9)

Information, n (%):
Criticism 4 (28.6) 4 (36.3) 6 (37.5) 5 (18.5)
Praise 4 (28.6) 2 (18.2) 1 (6.2) 3 (11.1)
Not applicable 6 (42.9) 5 (45.5) 9 (56.3) 19 (70.4)

Structure, n (%):
Criticism 3 (21.4) 2 (18.2) 4 (25.0) 2 (7.4)
Praise 3 (21.4) 0 (0) 0 (0) 0 (0)
Not applicable 8 (57.1) 9 (81.8) 11 (68.8) 25 (92.6)

Proposal, n (%):
Does not comply with proposal 1 (7.1) 2 (18.2) 3 (18.7) 4 (14.8)
Complies with proposal 13 (92.9) 9 (81.8) 13 (81.3) 23 (85.2)

Table Note: This table displays the frequency (n) and percentage (%). Comments were categorized
into four domains:  Language, Information,  Structure,  and Proposal.  For each domain,  comments
were classified as Criticism, Praise, or Not applicable (for Language, Information, and Structure), or
as Complies with proposal / Does not comply with proposal (for Proposal). Comments could be
assigned to multiple domains and categories.
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Table  4.  Average  (SD)  evaluation  scores  of  Comparative  accuracy  and  context  stability
evaluation

Target
Audience

Evaluator
Establishme

nt of a
context

Continuity
of

conversatio
n

Interruption
of context

Return to
context

For  general
public,  mean
(SD):

Maria
Ciência

4.75 (0.50) 5.00 (0.00) 4.75 (0.50) 4.75 (0.50)

GPT base 4.25 (0.96) 4.25 (0.50) 4.25 (0.50) 4.75 (0.50)

For  children,
mean (SD):

Maria
Ciência

4.66 (0.58) 4.66 (0.58) 5.00 (0.00) 4.66 (0.58)

GPT base 3.25 (0.50) 3.00 (0.82) 3.75 (0.50) 4.50 (0.60)
For  health
managers,
mean (SD):

Maria
Ciência

4.75 (0.50) 5.00 (0.00) 4.50 (0.58) 4.50 (0.58)

GPT base 4.50 (0.58) 4.50 (1.00) 4.25 (0.50) 5.00 (0.00)
For  social
media,  mean
(SD):

Maria
Ciência

4.50 (0.58) 4.75 (0.50) 5.00 (0.00) 4.00 (0.00)

GPT base 4.50 (0.58) 4.50 (0.58) 4.50 (0.58) 5.00 (0.00)

Table note: This table presents the central tendency and dispersion (mean [standard deviation, SD])
of  four  accuracy  metrics:  establishment  of  a  context  (A),  continuity  of  a  conversation  (B),
interruption of context  (C) and return to  context  (D),  across  four  target audience contexts (“For‐
children,” “For health managers,” “For social media,” “For general public”). Within each context,
scores are shown separately for each model (“Maria Ciência” and “GPT base”). All ratings were
provided on a five point scale ranging from 1-5. ‐
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Figure  1.  Participant  Identities  and  Audience-Specific  Text  Evaluation  Preferences.  Figure
represents: A) Distribution of study participants across specific self-provided identity classifications.
Each bar  segment  represents  the proportion of total  respondents  within each category,  including
Communication  professionals,  Health  managers,  General  population  (18+),  Article  authors,  and
Health  students/professionals.  B)  Donut  charts  summarizing  the  types  of  audience-adapted  texts
proportionally  reviewed by each  participant  identity  classification.  Segment  colors  represent  the
percentage of texts tailored for different audiences, including: i) For social media (lavender), ii) For
health managers (golden), iii) For children (gray), and iv) For the general public (green). Each donut
reflects the distribution of text types reviewed by participants within a specific identity group.
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Figure  2.  Mean  Evaluation  Scores  of  Audience-Adapted  Texts  by Criterion  and Evaluator
Population. Bubble plot presenting the mean scores for each evaluation criterion, Clarity, Detailing,
Language  Adequacy,  and  Content  Quality,  across  four  types  of  audience-adapted  texts:  A)  For
children; B) For General Population; C) For health managers; and D) For Social Media. Each colored
bubble represents a different population of evaluators, as indicated in the legend on the right. The
size of each bubble is proportional to the number of respondents from that population who rated the
corresponding question for each text type.
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Figure 3. Proportional Contributions of Evaluation Domains to Each Participant’s Total Score,
Grouped by Reviewer Identity.  100% Stacked Bar Chart in which each vertical bar represents an
individual  participant’s  normalized  total  evaluation  score  (scaled  to  100%),  with  participants
organized along the x-axis and grouped by self-reported identity:  Article author,  Communication
professional,  General population (18+),  Health manager, and  Health student/professional. Within
each bar,  colored segments  depict  the  relative weight  of  each  of  the four  evaluation  categories,
Quality (light blue),  Language (teal),  Detailing (gold), and Clarity (maroon),  in that participant’s
overall  total  rating  (sum of  individual  1-5  domain  scores).  The  y-axis  indicates  the  percentage
contribution of each category to the participant’s total score. 
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Participant Identities and Audience-Specific Text Evaluation Preferences. Figure represents: A) Distribution of study
participants across specific self-provided identity classifications. Each bar segment represents the proportion of total
respondents within each category, including Communication professionals, Health managers, General population (18+), Article
authors, and Health students/professionals. B) Donut charts summarizing the types of audience-adapted texts proportionally
reviewed by each participant identity classification. Segment colors represent the percentage of texts tailored for different
audiences, including: i) For social media (lavender), ii) For health managers (golden), iii) For children (gray), and iv) For the
general public (green). Each donut reflects the distribution of text types reviewed by participants within a specific identity
group.
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Mean Evaluation Scores of Audience-Adapted Texts by Criterion and Evaluator Population. Bubble plot presenting the mean
scores for each evaluation criterion, Clarity, Detailing, Language Adequacy, and Content Quality, across four types of audience-
adapted texts: A) For children; B) For General Population; C) For health managers; and D) For Social Media. Each colored
bubble represents a different population of evaluators, as indicated in the legend on the right. The size of each bubble is
proportional to the number of respondents from that population who rated the corresponding question for each text type.
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Proportional Contributions of Evaluation Domains to Each Participant’s Total Score, Grouped by Reviewer Identity. 100%
Stacked Bar Chart in which each vertical bar represents an individual participant’s normalized total evaluation score (scaled to
100%), with participants organized along the x-axis and grouped by self-reported identity: Article author, Communication
professional, General population (18+), Health manager, and Health student/professional. Within each bar, colored segments
depict the relative weight of each of the four evaluation categories, Quality (light blue), Language (teal), Detailing (gold), and
Clarity (maroon), in that participant’s overall total rating (sum of individual 1-5 domain scores). The y-axis indicates the
percentage contribution of each category to the participant’s total score.
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